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Abstract

Powered wheelchairs are becoming increasingly commonplace in the modern world.
However, a significant issue faced by powered wheelchair users (PWUs) is navigating
the device in crowded areas. Controlling the powered wheelchair in crowded areas
requires increased concentration from the PWU, as people in crowds often move un-
predictably, or are hidden from view due to standing behind another person or object.

This project utilises computer vision techniques to predict the direction of travel of in-
dividuals in crowds and implements an augmented reality system using the Microsoft
Hololens that helps the PWU by displaying visual aids that indicate the motion of peo-
ple. The system further helps the user by warning them of potential collisions, allowing
the PWU to make better navigation decisions. The project also explores the use of the
system as a method of reactive control of the wheelchair, preventing collisions by stop-
ping the powered wheelchair should the PWU not attempt to avoid a collision with an
individual crossing their path.

The result of this project is an augmented reality system prototype that can be used
to aid navigation tasks for PWUs. Our testing shows that the implemented system can
detect collision risks in a controlled environment and react appropriately using only a
visual camera input. This report also discusses the disadvantages of relying on only one
form of sensor input for obstacle avoidance and the limitations of using the Hololens
as a head mounted aid.
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Chapter 1

Introduction

1.1 Introduction

This report was written as part of the Final Year Project for the MEng Electronic & Infor-
mation Engineering course. The project was supervised by Professor Yiannis Demiris
at the Imperial College London.

1.2 Motivation & Objectives

Powered wheelchairs are becoming increasingly commonplace in the modern world.
As technology advances, the devices have become more accessible and smarter, with
schemes such as assistive control which help the user in navigation. Within the Per-
sonal Robotics Lab (PRL) at Imperial College London, one of the major research topics
revolves around powered wheelchairs, and how the user experience can be enhanced.
Previous work in the lab has utilized augmented reality headsets to enhance the user
experience, by displaying visual aids to the powered wheelchair user (PWU) [1, 2] that
help the PWU understand the internal state of the device, such as the current trajectory
or planned path. However, despite the advances in smart wheelchairs and user en-
hancement techniques, a study showed that one of the concerns of PWUs is navigating
in crowded spaces [3]. This concern is due to the unpredictability of people in crowds
and their tendency to change direction rapidly.

As such, this project explores the development of an augmented reality experience
using the Microsoft Hololens as an aid for PWUs. The goal of the system would be
to detect people in the surroundings and display the corresponding visual aids to the
PWU to indicate potential collisions. To further alleviate the concerns of PWUs, the
system should also be able to avoid accidents by reacting appropriately when the PWU
is unaware of a potential collision.

1.3 Challenges

This project highlights the problems associated with the current version of the Microsoft
Hololens. First and foremost is the lack of a built-in library for accessing the raw frames
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of the front facing camera, as well as a library for video streaming to partner devices.
Secondly, the lack of a UWP implementation of the Robotic Operating System meant
we were forced to modify a third-party library to be able to communicate between the
Hololens running a Unity application and ROS nodes on the partner PC. Finally, we
observed the limitations of the spatial mapping capabilities of the Hololens, and how
they affect hologram stability and placement accuracy.

1.4 Contributions

By developing this augmented reality system, we have contributed:

• A Unity Engine application that can stream the front-facing camera of the Hololens
across the network.

• A ROS package for the Darknet Neural Network framework.

• A trained object detector for detecting partially occluded people in crowds.

• A ROS wrapper for the OpenPose body pose estimation network.

• A Unity application that can visualize the position of detected persons by render-
ing holograms at the detected positions.

• A reactive control system for powered wheelchairs that avoid collision by manip-
ulating the velocity of the device when it detects a collision risk.

1.5 Report Structure

This report begins with the background research that was done before embarking on
the development of the system. We explore different computer vision techniques for
people detection and tracking, as well as robotic mapping techniques for objects in the
surroundings. We then discuss the requirements of the system we implemented, be-
fore describing the system from a high-level perspective, as well as why certain design
decisions were taken.

The implementation section of this report covers the steps taken to develop the final
system, from training the object detector to the reactive control system for the pow-
ered wheelchair. We then describe the testing procedure that allows us to analyse the
performance of our product. Finally, we discuss the performance and limitations of the
system we implemented before highlighting how the overall system could be improved
in future work.
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Chapter 2

Background

This project focuses on computer vision for detecting and tracking humans in the sur-
roundings, estimating their trajectories and distance from the PWU, the reactive control
systems that prevent collisions with the detected objects as well as the augmented real-
ity display to provide visual cues to the PWU.

2.1 Human Detection

Human detection is a subset of the classic computer vision problem of object detection.
To develop an augmented reality system that will help PWUs to navigate in public
spaces, it is essential for the system to be able to discern humans from the surroundings.

2.1.1 Direction of Research

The problem arises in crowded areas, whereby individuals are occluded by other peo-
ple or objects in front of them, leaving only certain body parts visible. As such, we
began our research with the problem of being able to detect people in images where
identifying parts of the body are not always visible.

2.1.2 Review of Existing Methodologies

A related field of research is that of people counting and human detection in visual
surveillance in public areas. Where the problem differs is that surveillance benefits
from being able to rely on cameras with a good view of the crowd from above, whereas
for a PWU, the camera will not have as high of a vantage point, making detecting each
person in a crowd impossible.

Despite the disadvantage, similar techniques can be used to detect humans in video.
Most methods are classified into two categories [4]. The first technique, foreground
detection, attempts to model the background of an image and then detect the changes
that occur between frames. The second category involves exhaustively searching the
image with a scanning window and deciding if each window contains a human shape.

7
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(a) Foreground Detection [5] (b) Scanning Window [6]

Figure 2.1: Comparison of Foreground Detection and Scanning Windows. The number
of bounding boxes drawn by the scanning window shows the computational complex-
ity of the method.

Foreground Detection

Background subtraction is a widely used approach for detecting moving objects [7]. A
temporal average filter can be used to find the median of all the pixels in an image to
form a reference image. Frames with moving objects can then be compared pixelwise
to the reference, and a threshold set to determines if the pixel is part of the background
or foreground. People counting and human detection is achieved by segmenting the
foreground image into individuals.

However, this technique often relies on a static camera in a well-placed location. This
brings up several reasons as to why this method would not be suitable for this project.
Firstly, the camera available is part of a head-mounted augmented reality device. The
wearer can move the camera in 6 degrees of freedom. Secondly, the wearer will also be
navigating a powered wheelchair. As a result, the background is constantly changing,
and the reference image would require constant re-computation before human detec-
tion can even begin.

Scanning Windows

Due to the ever-changing surroundings of a mobile robot, a better approach for object
detection is to exhaustively search an image using scanning windows and determining
if an object is detected in each window. However, we note that this method is com-
putationally expensive. To achieve real-time detection on a mobile robot, the use of a
graphics processing unit (GPU) should be considered [8].

Classical Object Detection

Haar Cascades Haar cascades classify images based on the value of simple features
[9], which are variants of the difference between the sum of pixel values in rectangular
regions. An intermediate representation of the original image is used to compute a
small set of representative rectangular features rapidly.
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A cascade of classifiers is then used to determine if the region detects a human. The
detection process is that of a degenerate decision tree, where a positive result in the first
cascade will trigger an evaluation in the second, more successful classifier. As such,
the initial classifier can eliminate a large number of negative examples with very little
processing. After several stages, the number of sub-windows has reduced radically

Histograms of Oriented Gradients The method proposed is implemented by divid-
ing the image window into small spatial regions and calculating a local 1-D histogram
of gradient directions for all the pixels in the area. The combined local histograms form
the overall feature representation of the image.

The detection window is tiled with the Histogram of Oriented Gradient (HOG) de-
scriptors. In the original paper [10], these feature vectors were then used in a conven-
tional SVM based window classifier to give human detections.

Deep Learning Object Detection

Modern approaches for human detection largely depend on Deep Convolutional Neu-
ral Networks (CNN). The method provides the best in class performance, as well as
scaling effectively with more data. An added advantage of using CNN based object de-
tection systems for this project is that they are also capable of detecting multiple classes
of objects.

An issue with CNN approaches is that the methods are trying to draw bounding
boxes around objects of interest in images. However, we do not know the number of
objects in the image beforehand. As such, to be completely sure every object has been
detected, a naive solution is to take a huge number of regions and attempt to classify
all the objects in the region, a computationally expensive process.

Figure 2.2: Visualization of the R-CNN approach. The number of region proposals
contributes to the latency of this method.

R-CNN The R-CNN method uses a selective search to extract 2000 regions from an
image [11]. The regions are selected by generating a large number of candidate regions
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and using a greedy algorithm to combine similar regions into larger ones recursively.
The regions are then fed into a CNN that acts as a feature extractor and the output
dense layer consists of the features extracted from the image, which are then fed into
an SVM to classify the presence of objects in the region.

The major disadvantage to this approach is the amount of time required to train the
network. Each training image has to be classified once for each of the 2000 region
proposals. Furthermore, the selective search algorithm is a fixed algorithm (no learning
is done), and as such, could lead to the generation of bad candidate region proposals.

YOLO Whereas R-CNN uses regions to localize the object within an image, You Only
Look Once (YOLO) looks at the image as a whole and uses a single CNN to predict the
bounding box and the class probabilities [6]. By looking at the image as a whole, the
network can use features from the entire image to predict each bounding box.

Figure 2.3: YOLO algorithm dividing a square image into grid-cells for bounding box
prediction.

The model divides the image into an S× S grid, and for each cell, predicts a number
of bounding boxes, the confidence for those boxes and the class probabilities.

2.1.3 Comments

As seen from the research, we can see that there are many ways to solve the human
detection problem. The classical approaches, although computationally efficient, are
significantly outperformed by the deep learning approaches. For a mobile robot in a
public area, we want to be able to detect almost all humans in the surroundings to
better inform the PWU.

However, the major disadvantage of the deep learning approach is the time taken
to train the network, as well as the requirement of a GPU to achieve real-time perfor-
mance. These issues will be addressed in a later section of the report.
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2.2 Object Tracking

Object tracking can be defined as the ability to detect objects in consecutive frames and
determining if the same objects are present. The techniques are often used in security
and surveillance to track individuals across multiple cameras. A more relevant use
of object tracking is in augmented reality with ARMarkers to allow for more accurate
placements of holograms as the user moves through the AR world.

2.2.1 Direction of Research

A typical scenario for PWU in public spaces is having multiple people walking in the
surroundings. Ideally, the augmented reality system should be able to track the same
people across frames to be able to determine their direction of motion. As such, we
focus our research on the multiple object tracking (MOT) problem in real-time. For
an augmented reality system for a PWU, the object tracking must be done in real-time
in order to provide feedback to the PWU. This narrows our field of research to online
object tracking techniques.

2.2.2 Review of Existing Methodologies

Pedestrian detection is often achieved by using a high-quality object detector and asso-
ciating the detections across frames [12]. The associations are based on the appearance
and location similarity. Furthermore, it is possible to discern simple motion patterns
from tracked pedestrians, allowing for more accurate tracking.

SORT

Methodology The Simple Online and Real-time Tracking (SORT) method relies on
the accurate detections of a CNN to calculate bounding boxes of the tracked objects
across frames [13]. The technique estimates the inter-frame displacements of each de-
tected objects with a linear constant velocity model. The state of each tracked object is
modeled using the bounding box centroids u and v, the scale and aspect ratio, s and r.

x = [u, v, s, r, u̇, v̇, ṡ]

When a new detection is associated with a tracked object, the bounding box of the
new detection is used to update the tracked object state and using a Kalman filter to up-
date the velocity components [14]. To determine associations between new detections
and tracked targets, the SORT algorithm relies on the intersection-over-union (IOU)
distance between each detection and the predicted bounding boxes of all the existing
targets.

For every detection to be tracked, a unique tracker identity must be created and de-
stroyed when the object enters and leaves the image. The original implementation of
the algorithm relied on a IOUmin value to signify the existence of an untracked object.
The tracks are then terminated if they are not detected for an allotted number of frames,
to prevent the unbounded growth of trackers.

11 / 91



CHAPTER 2. BACKGROUND FINAL REPORT

Limitations Due to the simplicity of the association metric, the significant overhead
and complexity of object re-identification is removed, allowing for the system to work
in real-time applications. However, this also reduces the accuracy of the tracking, since
occlusions will spawn new trackers for the same objects. Furthermore, the accuracy of
the tracking is largely dependent on the object detector providing accurate bounding
boxes.

Deep SORT

The original SORT suffered from a high number of identity switches since the associ-
ation metric was only accurate if the state estimation uncertainty was low. Wokje pro-
posed a solution to the issue by learning a deep association metric on a re-identification
dataset [15].

Methodology The tracking and Kalman filtering in Deep SORT is mostly identical to
the original SORT implementation. However, Deep SORT uses a Mahalanobis distance
as an association metric between the Kalman predicted states and new detections. It
further uses a second metric, whereby an appearance descriptor is calculated for each
bounding box. A gallery of the previous Lk = 100 descriptors is kept for each track. The
algorithm then iterates and measures the smallest cosine distance between the existing
tracks and the detection.

The appearance descriptor is implemented using a CNN that has been trained of-
fline on a person re-identification dataset. The GitHub implementation of the Deep
SORT algorithm uses a simple nearest neighbour query without any additional metric
learning.

Limitations Although the accuracy of tracking is improved, and the issue of occlu-
sions is reduced, the increased complexity of the algorithm requires more computa-
tional power. As stated in the paper, a modern GPU would be required to run this in
real-time, due to the need for an appearance descriptor to be calculated for each detec-
tion.

2.2.3 Comments

For this project, we have limited ourselves to researching simple object tracking meth-
ods that work in real-time. We can see a trade-off between the accuracy of tracking
and computational power. Further investigation into the hardware available and the
importance of object tracker accuracy will be needed to decide what method would be
best for the augmented reality system.

2.3 Head and Body Pose Estimation

Pose estimation is a general computer vision problem where we attempt to detect the
position and orientation of an object. This process can be achieved by detecting key-

12 / 91



CHAPTER 2. BACKGROUND FINAL REPORT

point locations that describe the pose of the object. For instance, in body pose estima-
tion, we identify the joints in the body.

2.3.1 Direction of Research

An interesting concept to explore is that of head and body pose estimation as a way of
inferring the direction a person is walking in. For instance, people tend to look in the
direction they are currently walking, but should they want to change direction, they
also tend to look in that direction before changing [16]. Similarly, if we can determine
the body pose of a person, the system will be able to tell if a person is walking to or
away from the PWU without relying on depth sensors.

2.3.2 Review of Existing Methodologies

Head Pose Estimation

Head pose estimation is intrinsically linked with visual gaze estimation [17]. If we can
characterize the direction and focus of a person’s eyes, it may be possible to determine
the direction they will walk in next.

Facial Landmark Detection Before head pose estimation can be done, key-points on
the face must be detected [18]. These points will then be used to solve a Perspective-
n-Point (PnP) problem to determine the head pose. There are many facial landmark
detection techniques, depending on the number of landmarks to be detected. As the
number of landmarks increases, the more accurate the pose estimation can be. How-
ever, it also increases the complexity of the detection, and as such, it becomes a trade-off
between the two factors.

Body Pose Estimation

An idea we wish to explore is using the body pose of an individual to estimate the di-
rection they are walking in. If the system can discern between a person’s back or front,
we can infer the motion, since people do not normally walk backward. A limitation
of our system is that it has to be done in real time for it to be effective. As such, the
techniques we can explore are limited by the hardware available.

PoseNet A common approach for body pose estimation is to employ a person detec-
tor and perform single-person pose estimation for each detection, known as a top-down
approach. PoseNet is a real-time human pose estimator with a web-browser imple-
mentation that runs on Tensorflow.js, making it easily available to anyone. The imple-
mentation is based on the works of Papanderou and Zhu [19] in building a network
that utilizes the Faster-RCNN model as an object detector to obtain accurate bounding
boxes of people in an image [20]. The key-points are then calculated using a a ResNet
[21] by predicting activation heatmaps and offsets.
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OpenPose Top-down approaches can be limited by the failure of the person detector.
This is especially common when two individuals are very close to each other, and the
detector is unable to differentiate between them. In contrast, the bottom-up approach,
which is based on partitioning and labeling an initial pool of body part candidates into
subsets [22], can deal with an unknown number of people and can infer that number
by linking the part hypotheses.

Figure 2.4: OpenPose body pose detection [23]. The network is able to determine an
estimate of the key-points hidden by objects.

As such, OpenPose presents a method of multi-person pose estimation using a bottom-
up approach [23]. The technique relies on partial affinity fields (PAFs), a representation
that encodes unstructured pairwise relationships between body parts. The network
produces the 2D confidence maps of body part locations and PAFs, and through greedy
inference, the network outputs the 2D key-points for all people in the image.

2.3.3 Comments

Head and body pose estimation is a vast field of research, with dozens of effective real-
time estimation methods. This project is not focused on achieving the best body/head
pose estimation, but rather, in utilizing existing frameworks to infer directions of indi-
viduals. As such, we have refrained from delving too deep into the theory of body pose
estimation, and instead, have attempted to choose a method from available implemen-
tations.

2.4 SLAM

The term mapping refers to a system that will create a map of the surrounding areas by
detecting objects such as walls and other obstacles. To help users navigate, the system
must analyse the surroundings for potential dangers. As such, it is important to build
up a precise and complete map.
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A fundamental method for robot navigation is the Simultaneous Localization And
Mapping (SLAM) method. The process allows the system to predict the trajectory of
the robot and the location of all objects online, without the need of an a priori knowl-
edge of the robots location [24]. The method estimates the pose of the robot relative to
landmarks which are detected. The popularity of SLAM increased with the emergence
of indoor applications of robotic devices.

2.4.1 Direction of Research

For a PWU to navigate a wheelchair effectively through public spaces, they need to be
able to avoid colliding with people or obstacles. An accurate map of the surroundings
is key to solving this issue. However, some techniques rely on pre-existing maps of
the area. A PWU may navigate their wheelchair to new locations, and can not rely on
pre-existing maps for accurate navigation. Rather, the goal is to build up a real-time
map of the surroundings that is accurate enough to avoid collisions.

2.4.2 Review of Existing Methodologies

A review of SLAM techniques can be found in [25], which also outlines the standard
formulation of the SLAM problem as that of a Maximum a posteriori (MAP) estimation.
The formulation relies on Bayes theorem and using the prior knowledge of the robots
pose to maximize the likelihood to estimate the current position of the robot. The vari-
ables required to determine the position are the robot poses, the position of landmarks
and the calibration parameters of the sensors.

To build an accurate map of the surroundings, the calibration of the sensors provid-
ing the measurements is a crucial step. The choice of sensors also matters, as the type
of data returned by the sensor may affect the computational complexity of the SLAM
algorithm. As such, it is common to have a module in the system that deals with the
extraction of relevant features from the sensor data.

A fairly common assumption in SLAM approaches is that the world is static and
remains unchanged as the robot moves. This becomes an issue with the goal of this
project, which hopes to achieve the ability to detect humans walking around the wheelchair.

Visual SLAM

Visual SLAM (vSLAM) is an implementation of SLAM that relies on visual inputs only.
As stated in [26], vSLAM is suitable for AR due to the low computational algorithms
that can be implemented on the limited resources of an AR headset. The technique of
vSlam is mainly composed of three modules:

Initialization In the initialization stage, camera pose estimation is conducted, to trans-
form objects in a 2D image from the camera into a 3D coordinate system that the robot
understands. This process determines the position and orientation of the camera rela-
tive to the object. A part of the environment is reconstructed as part of the initial map
using the global coordinate system of the robot.
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Tracking Here, the reconstructed map is used to estimate the pose of the camera with
respect to the map. Feature mapping or tracking is conducted on the images in order
to get a 2D-3D correspondence between the image and the map. The camera pose
can then be calculated from the correspondences by solving the Perspective-n-Point
problem [27]. This allows the system to identify where on the map the robot currently
is.

Mapping When the robot passes through an environment that has previously not
been mapped, the 3D structure of the surroundings is calculated from the camera im-
ages. The structures are then added to the existing map of the environment.

2.4.3 Comments

Due to the freedom in movement of an augmented reality headset camera, a system that
relies solely on visual inputs may not be able to detect all obstacles in the surround-
ings. For instance, a limitation is that the PWU will not be able to extend their head
backwards to view objects behind them. As such, it becomes important to consider the
sensors available on powered wheelchairs, and utilize them to build an accurate map
of the surroundings.

2.5 Augmented Reality Headsets

The improvements in augmented reality technology has spurred research into the use
of AR devices in everyday tasks. The availability of commercial devices has also en-
couraged developments in the field, with products such as the Microsoft Hololens and
the Magic Leap One.

2.5.1 Direction of Research

The augmented reality system built for this project needs to be able to give visual
prompts to the PWU. As such, a device that already has the ability to create holo-
grams is key. Furthermore, most AR devices have built in cameras to perceive the
world around the user. We hope to be able to access the cameras on the device to do
object detection and tracking.

2.5.2 Review of Existing Methods

Microsoft Hololens

The Microsoft Hololens is an untethered holographic computer, allowing for the dis-
play of 3D holograms pinned to real world objects. The Hololens is equipped with an
array of sensors, making it an ideal choice of hardware for this project.

Holograms The Microsoft Hololens is able to blend real world and virtual content
into environments where digital and physical objects can co-exist and interact. The
term ’Mixed Reality’ was first introduced by [28], and refers to the blending of the
physical and virtual worlds.
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The Hololens allows the developer to create ’Holograms’, which are objects of light
and sound that are displayed by the headset. Users are able to interact with the holo-
grams through voice, gaze and gestures. Enhanced environment apps are applications
that facilitate the placement of digital information on the user’s current environment
[29]. An example of an enhanced environment application is placing markers in aug-
mented reality on objects that the user can interact with in both the physical and digital
worlds.

Hardware Specifications As part of our research, we highlight the sensors on the
device that may be relevant to the project. A full hardware specification is available
online [30].

• 1 Inertial Measurement Unit (IMU)

• 4 Environment understanding cameras

• 1 Depth Camera

• 1 2MP Photo/HD video camera

Most importantly, the Hololens has a video camera. Preliminary research shows
that it is possible to access the camera data directly, making it a suitable choice for
the project.

Personal Robotics Lab The use of augmented reality devices to help PWUs is a re-
search topic actively pursued by members of the Personal Robotics Lab at Imperial
College London. Previous work has explored the use of augmented reality as a visu-
alization tool to help PWUs understand the system dynamics of the wheelchair they
operate, displaying visual cues that indicate the direction of travel of assistive control
[1]. Other work involves using the camera to detect objects of interest in the environ-
ment, and developing a system that navigates the wheelchair to the detected objects
through gaze and eye tracking [2].

2.5.3 Comments

Although other AR-devices exist on the market, due to the availability of the Microsoft
Hololens in the Personal Robotics Lab, as well as the research done by individuals, it
is in the best interests of this project to use the Hololens as the main augmented reality
device for this project.

17 / 91



Chapter 3

Requirements Capture

3.1 Project Deliverable

The objective of this project is to develop an augmented reality system that can be
used by powered wheelchair users (PWUs) to assist them in navigating their powered
wheelchairs in public spaces with many people walking in the surroundings. The sys-
tem should be able to detect the presence of individuals and infer their position relative
to the PWU, and by extensions, estimate their direction of travel.

We propose a system that uses the Microsoft Hololens augmented reality headset as
the primary input and visualization tool. The PWU would wear the headset as they op-
erate the powered wheelchair, allowing the system to create visualizations of potential
obstacles and collisions. Furthermore, the system would also encompass the reactive
control aspect of the powered wheelchair. Should an individual be detected as walk-
ing in the wheelchairs trajectory, the system will send control signals to the powered
wheelchair to slow down or completely stop depending on how far the target is from
the wheelchair.

By definition of the requirements, we can divide the project into three parts: Hu-
man Detection and Direction, Obstacle Mapping & Visualization, and finally, Reactive
Control.

3.2 Human Detection and Direction

The requirements of the Human Detection and Direction (HDD) system is to be able
to use a video stream of the surroundings to determine the position and direction of
people. The Hololens has a built-in camera that can be used to take photos of the sur-
roundings of the user [2]. We will leverage this ability to create a video stream.

The actual HDD system is implemented on another computer with access to a GPU.
We utilize the GPU to be able to do real-time object detection and pose estimation of
detected individuals. The system should be able to infer the direction individuals are
walking in, as well as their real-world positions relative to the PWU.
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Features

• Creating a live video stream using the front-facing camera.

• Streaming the live video to accompanying computer.

• Object detector trained on humans/pedestrians.

• Object tracker to track detected humans, and determine their direction.

• Body/Head pose estimator to determine the direction of travel.

• Stream detections back to the Hololens for visualization.

3.3 Obstacle Mapping & Visualization

This project utilizes the Microsoft Hololens as a visualization and spatial mapping tool.
The HDD system will output its detections and directions to the Hololens, which is
used to create visualizations that will help the PWU. Examples of the visualizations
include arrows that indicate the direction of movement, as well as alerting the user to
potential collisions.

Features

• Receiving detection/direction data from HDD system.

• Utilize Camera to World transforms of the Hololens Camera to get World coordi-
nates of people.

• Create holographic visualizations to help PWU understand the direction people
are walking in.

• Create a map of obstacles for Reactive Control.

3.4 Reactive Control

The powered wheelchair (ARTA) available in the Personal Robotics Lab (PRL) can be
manually operated using a joystick. The goal of the project is for the PWU to be able
to wear the Hololens as an aid for navigation in public spaces. As such, it would be
beneficial for the PWU if the wheelchair could reactively control the device to prevent
collisions with detected objects.

Features

• Receiving object detections in front of the wheelchair.

• Prevent wheelchairs from driving into objects.
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Chapter 4

Analysis and Design

This chapter gives an overview of the overall system and explains the design choices
made. Throughout the project, we explored various methods to implement a real-time
augmented reality system for PWUs operating a wheelchair. Naturally, the structure
and goals of the project have developed since the interim report, and we review the
differences between the initial goals and final product.

4.1 Design Overview

As stated in the requirements, this project consists of three major components:

• Human Detection and Direction (HDD)

• Object Mapping and Visualization

• Reactive Control on ARTA

Figure 4.1: High level system diagram showing the flow of messages from ARTA and
the HDD system through the intermediary device, the Hololens.

From a very high-level view, we can map these requirements to the respective de-
vices they will be operating on. The HDD system implements the object detection and
human direction inference, while the Hololens is responsible for utilizing the spatial
mapping to obtain world positions of the detections, as well as visualizing the detec-
tions. The powered wheelchair (ARTA), has manual input that is overridden by the
reactive control system that is dependent upon the detections and mappings. The dia-
gram in Figure. 4.1 shows an overview of the system, and shows that the Hololens acts
as an intermediary between ARTA and the HDD.
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4.1.1 Hardware

ARTA Hololens HDD

Hardware
Powered Wheelchair
controlled by Laptop

Hololens
Desktop PC
with GPU

Operating System Ubuntu 16.04 UWP Ubuntu 16.04

Table 4.1: Hardware description of devices each system runs on.

Table. 4.1 summarises the overall hardware the system is implemented on. The
powered wheelchair, ARTA, is controlled by a laptop, which is responsible for the
wheelchair speed, wheel rotations, navigation and localisation. The Hololens is a self-
contained augmented reality headset, running the Universal Windows Platform (UWP)
operating system. Finally, the Human Detection & Direction system is implemented on
a desktop computer with a GTX 1050Ti GPU, allowing it to run real-time object detec-
tors.

4.1.2 System Communication

Robotic Operating System

Since the project spans multiple operating systems, we have chosen to utilize the Robotic
Operating System (ROS) as a means of communication between the devices. In ROS,
a node is defined as a process that performs a computation. A node can be made up
of smaller nodes that perform specific computations that serve the needs of the par-
ent node. We can think of the three major systems as large ROS nodes that consist of
smaller nodes that run individual tasks, such as creating the camera stream or detecting
objects.

ROS Topics Nodes in ROS communicate with one another by publishing data in the
form of messages which get broadcasted over a topic. Nodes can choose what data they
receive by subscribing to topics. This method allows for nodes running on different
devices to communicate with each other, regardless of the operating system. The nodes
are unaware that the data it receives is published from a node running on a separate
computer, making ROS a perfect choice for communication in this design.

4.2 Human Detection & Direction System

The HDD system is responsible for detecting and predicting the directions of people
in the surroundings of the wheelchair. By taking visual inputs in the form of images
from the Hololens, we run an object detector trained on a dataset of pedestrians to
detect people and heads. The bounding boxes produced by the object detector are fed
as inputs to an object tracker and a body pose estimator. We use the results of these two
nodes to infer the direction a detected person is moving in, and publish the results back
to the Hololens.
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We present an overall view of the HDD System, covering the purpose and design of
individual components. We also propose the reasoning behind certain design choices,
which we cover in more depth later in this report.

4.2.1 YOLO Object Detector

Object detectors often form the input to an object tracker or pose estimation system
[13, 31]. In the case of top-down body pose estimation methods, detections can be the
first point of failure [32]. As such, the accuracy of the chosen object detector must be
considered, together with the choice of using a pre-trained model or training on a more
relevant dataset. Finally, we must also consider the use-case of the detector, which must
be able to operate in real-time and detect moving objects as they pass by.

Choice of Detector

As commented on in Section 2.1.3, modern deep learning techniques outperform clas-
sical object detectors through increased accuracy but are limited by the requirement of
a GPU to perform in real-time. Since the Hololens does not have built-in support to
run object detection networks, Microsoft provides the Azure Cognitive Services API to
allow developers to query their system for object detections. The limitation is that this
service is not free and abstracts away the implementation of an object detector. Fur-
thermore, one of the personal goals for this project was to learn more about CNNs in
computer vision.

Taking this into account, we compared several deep learning architectures for object
detection. Previous work done in the PRL used Facebook AI Research’s (FAIR) De-
tectron to detect objects [2, 33, 34]. Further discussions with members of the Imperial
Computer Vision & Learning Lab suggested the use of the YOLO object detector [6],
due to its speed and having a lightweight implementation that can be run on lower-
end GPUS at relatively high frame rates. This prompted the design decision to use
the Darknet framework to use the YOLOv3-tiny architecture as the object detection
method of choice for this project [35].

Pre-trained Model vs Training

An advantage of using the YOLO Darknet framework is that it provides trained mod-
els which can detect multiple object classes, including the class Person. One of the
pre-trained models is the YOLOv3-tiny architecture trained on the Common Objects
in Context (COCO) dataset [36].

Comparing Models To compare the accuracy of the bounding boxes produced by the
pre-trained model, sample videos were recorded using the Hololens and used as a base
comparison point. We observed that although the COCO trained model can detect in-
dividuals or multiple people who are well spaced out, it had difficulty in differentiating
between people who are close together or slightly occluded. Figure 4.2 highlights the
issue of the COCO model failing to detect small figures close together.
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(a) COCO YOLOv3-tiny (b) Trained YOLOv3-tiny

Figure 4.2: Model comparison on a video from Sherfield Walkway at Imperial College
London. The trained model is able to better detect figures at a distance.

Pedestrian Dataset A common issue in pedestrian detection is occlusion, where only
certain parts of an individual are visible. To resolve this issue, we decided to train
the YOLOv3-tiny model on the CrowdHuman dataset [37], which contains annotated
images of people in crowded places. The annotations include bounding boxes for the
head, visible human region, and full-body region. The annotations for partially visi-
ble people allows the network to learn to recognize occlusions, reducing the issue of
failed detections when people are too close to each other. We also trained the network
to detect heads, since we initially wanted to use head pose estimation to determine
direction.

Analysis The result of training the YOLOv3-tiny model on the CrowdHuman dataset
is that the system can better detect smaller figures with obscured bodyparts. The addi-
tional ability to detect heads allowed us to explore the use of head pose estimation for
direction inference. We go into further detail on the training process in the Implemen-
tation section of this report.

4.2.2 YACHT: Yet Another Crowd Human Tracker

The bounding boxes produced by the object detector are consumed by the Yet Another

Crowd Human Tracker (YACHT) module, which is made up of two nodes. The tracker
node uses the Deep SORT algorithm to track detected individuals [15], while the pose
estimator node uses the OpenPose [23] network to determine whether a person is walk-
ing towards or away from the PWU.

In the following sections, we briefly explain the methods used to infer the directions
people are walking in. We also explore the use of head pose estimation and the limita-
tions that prevented it from making it to the final design.

YACHT Tracker: Object Tracking

We explored existing object tracking methods in Section 2.2.2 and discussed our choices
in 2.2.3. For moving object tracking on a powered wheelchair, we express the need for
an online object tracking system. As such, we chose to investigate two related real-time
methods, SORT [13] and Deep SORT [15].
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SORT The Simple Online and Real-time Tracking (SORT) method is a fast online ob-
ject tracker. The initial implementation of YACHT used the SORT algorithm due to its
speed. However, it was quickly realized that due to the simplicity of the association
metric, object tracking was not very accurate, especially for occluded objects. When
two objects crossed paths, the tracker was unable to recognize the act and re-labeled
the objects with new tracking IDs.

Deep SORT Deep SORT is an extension of the original SORT algorithm, but uses a
deep network to generate feature descriptors for the predicted bounding boxes. We
explain the algorithm in Section 2.2.2, but to repeat, instead of using the Intersection-
over-Union association metric to compare bounding boxes, the deep network generates
feature descriptors for the bounding box, and a Nearest-Neighbours is used to compare
the features with a library of feature vectors for each tracked object. This is a form of
person re-identification, and the additional step reduces the problem of trackers being
lost due to occlusion.

Figure 4.3: MOT16 benchmark [38] (L) using our YOLO model (M) for Deep SORT (R).
The increased detection accuracy results in slightly better initial detections, so tracking
is more accurate.

Analysis The generation and storage of feature descriptors for tracks is an expensive
process. For the system to run in real-time, a GPU is needed to accelerate the network.
We have made changes to the Deep SORT implementation so it can run on Tensorflow-
GPU, which we explain later in this report. This improves the speed significantly but
uses up precious memory. As a result, we had to consider the amount of memory
available on the GPU, since the YOLO detector and OpenPose networks also rely on
GPU acceleration. After testing, we found that it was possible to run both networks on
the GPU at the same time, and we chose to use the Deep Sort method.
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Object Tracking for Direction Inference

An idea we explored was to use the previous image coordinates of a tracker to predict
the direction a person will walk in. This involved storing the previous states of each
track and extrapolating the centroids of each track to determine a direction.

(a) Tracks with horizontal motion (b) Tracks with mostly vertical motion

Figure 4.4: Linear extrapolation works for objects that move across the frame, but it
becomes difficult to determine the direction when mostly vertical motion occurs

Algorithm For each tracked object in a frame:

Data: (x,y) centroid image co-ordinates up to the previous 5 states
Result: (x,y) of extrapolated point
for Frame do

for Tracker do

if Tracker existed in the previous frame then
Extrapolate over the centroids of previous states;
Return linear extrapolation (x,y);

end

if Tracker has no previous states then
Add (x,y) centroid of tracker to queue of previous states;
Return current centroid (x,y);

end

end

end

Issues Although the method works for trackers which cover relatively large distances
across the frame, linear extrapolation of image co-ordinates suffers when the tracked
centroid does not have much horizontal motion. As such, this leads to an ambiguous
definition of the direction. Since the object is not moving across the screen, it is not
possible to differentiate between a person standing still, moving directly towards the
PWU or walking away.
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Figure 4.5: Pinhole Camera projection and the loss of the z-axis [39]. As such, it is not
possible to determine the exact distance to an object without a depth camera.

In the pinhole camera model when an object in the real world is projected onto a
2D image, we lose the distance along the z-axis. The issue of a world-to-camera image
projection occurs when we want to obtain the world co-ordinate of an object from the
image. Due to the loss of z-axis information, the best we can do is to calculate a ray
through the 2D image point. However, as shown in Figure 4.5, it becomes impossible
to tell how far away the object is without a depth camera since the object can exist
anywhere along that ray.

YACHT Direction: Body Pose Estimation

To solve the direction ambiguity brought up in Section 4.2.2, we proposed the use of
body pose estimation techniques to determine whether a person is walking towards or
away from the camera of the PWU. We researched several body pose implementations
in Section 2.3.2, but we ultimately decided on OpenPose, due to its well documented
implementation on GitHub [23].

Object Detectors & Bottom-Up Approaches The YOLO object detector outputs the
original image and the associated bounding box coordinates of detections. The Open-
Pose node consumes the image and performs body pose estimation on the whole im-
age, before matching poses with the object detections. Since OpenPose is a bottom-up
approach, we admit that it is counter-intuitive to use an object detector to detect indi-
vidual people when OpenPose determines the body part key-points across the whole
image. This will be explored more in the evaluation of the report.

Keypoint Estimation The OpenPose framework provides several pre-trained models
for body pose keypoint estimation. From our tests, we found that the BODY 25 model
was the fastest, suiting our real-time requirements. Figure 4.6 shows the key-points
generated by the model. The model identifies 25 key-points on the human body and
can differentiate between the left and right limbs on the human body. This makes the
model suitable for determining if a person is facing the camera or not. We further
explain the methodology in the implementation section of the report. From this, the
node outputs the direction of the object to the Hololens.
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Figure 4.6: Keypoints produced by the BODY 25 model [23].

Head Pose Estimation

We initially began the project by exploring the use of head-gaze estimation as a novel
way of inferring the intended direction of motion of a person. We researched the con-
cept of head pose estimation in Section 2.3.2, with the logic being people tend to look
in the direction where they are walking. We leveraged the use of the DeepGaze library
as an initial starting point [40] since the library has a built-in head-pose estimator.

Figure 4.7: Initial HDD System with the HeadPose Node before removal.

Head Detection For this approach, we trained the YOLO detector to detect heads
using the annotated CrowdHuman dataset. The head detections are consumed by the
HeadPose node, which produces head pose projections that are sent to the Hololens.

Reasons for removal We noticed from our research that the head pose estimation was
not very accurate, as can be seen in Figure 4.8. A close up image of a face still returns
an inaccurate estimate of the head pose. For smaller faces with multiple detections,
the head pose estimation was not performed in real-time and also produced incorrect
estimates. Finally, as we will explain in the implementation section, the quality of the
images received from the Hololens was too low, and as such, facial landmark detectors
required for head pose estimation were unable to detect the key-points.
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(a) Head pose estimation on close-up of face. (b) Estimation on people at a distance.

Figure 4.8: DeepGaze head pose estimator on sample images. We notice in (b) that
DeepGaze predicts everyone to be looking in the same direction, despite the differences
in head poses.

4.3 Hololens Unity Application

The Microsoft Hololens is a key component of this project since it acts as the main
input, visualization, and mapping device. To begin, we utilize the world-facing cam-
era, which sees what the PWU is looking at as the input to the HDD system. Further
along the processing pipeline, the Hololens Unity application receives the image coor-
dinates of human detections and respective directions to build up a map of the objects
in the surroundings. The application manages the holograms, keeping track of the
world coordinates of the objects, which it sends to ARTA for the reactive control of the
wheelchair. This section covers how the system is designed so that it can be used in
conjunction with other ROS nodes despite being a Unity application. It also describes
the approach used to develop a front-camera stream, as well as a high-level description
of the modules responsible for the world mapping and hologram visualization.

4.3.1 ROS Node

Both ARTA and the HDD are implemented on the Robotic Operating System as ROS
nodes and communicate with their sub-nodes using ROS messages across topics. As
explained in Section 4.1.2, we view each of the three sub-systems as individual ROS
nodes. However, the Hololens does not natively support ROS.

Since ROS is unable to be run on UWP, we had to use the ROS# library implemented
by Siemens. The library allows Unity applications to send and receive data in the form
of ROS messages across topics. Figure 4.9 shows how the Unity application is viewed
from other ROS nodes as just another node which it can communicate with using topics.
The full implementation details of the ROS wrapping are covered later in this report.

4.3.2 HoloCamera

We begin the Unity application analysis by starting at the beginning of the system
pipeline. The HoloCamera is the main visual input to the whole system, prompting

28 / 91



CHAPTER 4. ANALYSIS AND DESIGN FINAL REPORT

Figure 4.9: ROS# acts as a ROS wrapper around the Unity application, allowing for
seamless communication with other ROS nodes.

the development of a video camera stream. Previous work done in the PRL have used
stationary images taken with the Hololens, but the process of streaming live video from
the front camera is a new direction of development. Due to the importance of this step,
we spent time researching methods of video streaming to an external computer.

Video Streaming Choices

Windows Device Portal Microsoft provides a portal to access the Hololens device
configuration from a web browser. From the portal, we can manage the connection,
control what applications are running and most importantly, obtain a video stream of
the front-facing camera. However, after some testing, we realized that there is a delay
of 1-2 seconds between the camera and the video rendered on the computer, making it
unsuitable for this project.

Microsoft HoloLensForCV Another option that was explored was the computer vi-
sion development tools released by Microsoft for the Hololens. This library provides
developer access to the live camera stream, as well as the raw sensor data, such as the
depth and IMU. This would have been the ideal video streaming choice. However, at
the beginning of the project, we were not so experienced with developing UWP applica-
tions in C#. Furthermore, it proved challenging to stream the sensor and video streams
from a UWP device to a Linux machine, since Windows and Linux have different data
formats and standards.

Unity Camera Stream From our research, we found the Vulcan Technologies Hololens

Camera Stream Unity add-on library. The community support for Unity development
on the Hololens is immense, with various libraries such as the Mixed Reality Toolkit
(MRTK) and many other Hololens specific tools. Furthermore, the 3D world modelling
and spatial mapping capabilities available in Unity extend the capabilities of an aug-
mented reality system. It abstracts away the complexities of the raw Hololens sensor
data, reducing the time to market of applications. Finally, previous work in the PRL
involving the Hololens has relied on Unity, making it an ideal choice for this project.
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Module Description

The HoloCamera module is responsible for accessing the front-camera of the Hololens,
compressing the raw image data into a JPEG format and streaming the video frames
over the network. The application produces a ROS Compressed Image message that is
sent to the HDD for object detection. We provide a complete explanation of the process
in the implementation part of this report.

4.3.3 HoloWorld

The goal of this project was to develop an augmented reality system that will assist
PWUs in navigation by providing visual cues of people in the surroundings. Unity
applications can place holograms in the user’s surroundings, and render them on the
Hololens screen for the user to see. While the majority of the object detection and in-
ference is done on an external computer, the Unity application on the Hololens is used
to convert the image coordinates of objects into their 3D position in the world. Fur-
thermore, the map of the surroundings is used by the reactive control component of
ARTA to avoid collisions with the detected object, making the HoloWorld module a
key component of the overall system.

World Manager

Since the Hololens is the intermediary, the World Manager sub-module is responsible
for managing all the ROS topics between the Hololens, the HDD system, and ARTA.
The module receives the image coordinates from the HDD system and projects the de-
tected points into the world frame. This returns a set of world coordinates which we
can assign holographic visualizations and map in the Unity world surrounding the
Hololens.

ARTA Manager

This module is a representation of ARTA in the Hololens world. It subscribes to topics
published by ARTA that contain information about the robot, such as the position in
the real world, the linear velocities, and other published topics.

Alignment With most visual SLAM implementations, the camera attached to the mo-
bile robot is fixed to the frame of the robot. This simplifies the conversion of the image
co-ordinates to the robot frame, and then to the world frame. However, when a PWU
wears the Hololens, the front-camera can move in 6 degrees of freedom. Most impor-
tantly, the PWU can turn their head to look left and right. This brings up the issue of
not knowing whether a detected object is actually in front of the powered wheelchair,
or if the PWU is looking at an object to the side.

We visualize this problem in Figure 4.10. When the Hololens camera and wheelchair
frames are aligned, it is easy to tell if an object is in the path of the wheelchair. For the
reactive control component of ARTA, we need to know if an object is in ARTAs current
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Figure 4.10: We need a way of knowing if a detected object is in front of the wheelchair,
or if the PWU is looking to the side.

trajectory to determine if a collision will occur. As such, This module is responsible for
discerning between people being in front of the wheelchair or to the side.

Reactive Control Furthermore, the ARTA Manager is responsible for consuming the
navigation and localisation topics from the powered wheelchair and translating them
to positions in the AR world of the Unity application. By modelling the wheelchair as
an object in this world, the reactive control system can calculate the distance between
the wheelchair and people detected in the surroundings. We can convert these dis-
tances and combine them with the manual input signals received from ARTA to avoid
collisions with the detected individuals.

4.4 ARTA

The Personal Robotics Lab (PRL) at Imperial College London have built and developed
an original smart powered wheelchair known as the Assistive Robotic Transport for
Adults (ARTA). The wheelchair was designed to assist adults with mobility issues and
is frequently used in the PRL as a research topic in conjunction with exotic control
interfaces such as the Hololens [1, 2].

4.4.1 ROS Packages

Due to the previous work done on ARTA, the PRL have developed several ROS pack-
ages for the control of the powered wheelchair. These packages are used to combine
data from the sensors attached to the wheelchair, using the data for localisation of the
mobile robot and accepting manual input from the PWU in the form of joystick com-
mands. We use these packages as a base system to build upon for our reactive control
module.

4.4.2 Reactive Control

The powered wheelchair implements the physical part of the reactive control system
project goals outlined in Section 3.4. By understanding the PWU input control signals
from the joystick of the wheelchair, a system was developed which uses the signals
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Figure 4.11: A PWU wearing the Hololens controlling ARTA using the joystick.

to determine if collisions with people in the surroundings will occur. The system also
implements the reactive control aspect, which overrides the control signals sent by the
PWU to avoid collisions.

4.4.3 Removal of Exotic Control Interfaces

In the interim report, we proposed the use of eye gaze tracking as a form of wheelchair
control. We proposed the use of the Pupil Labs eye tracker add-on for the Hololens
as a way of determining a point the user is looking at and moving the wheelchair au-
tonomously there. We further proposed the use of the eye tracker to determine whether
the PWU had noticed a person walking into the trajectory of the wheelchair. Fortu-
nately, the members of the PRL have already implemented similar control interfaces
for ARTA using the Hololens, and developed them in the wheelchair control ROS
package.

As the project progressed, we encountered an issue with image compression. Due to
the limitations of the Unity engine, image compression of frames captured by the front-
facing camera can only be done on the main thread of the application. This thread is
also responsible for displaying the augmented reality experience and rendering holo-
grams. As such, the Unity application displays its content at 5 frames per second (FPS),
well below the targeted 60 FPS level recommended by Pupil Labs for augmented re-
ality experiences. We explain this issue in the implementation section of the report.
Through experimentation, we found it was difficult to use the eye tracker plugin pro-
vided by Pupil Labs and maintain a video stream of the front-facing camera simulta-
neously. Code profiling showed that the main thread spent more time compressing
the raw images into JPEG format, and this did not give ample thread time for the eye
tracker plugin to work properly. As such, we decided to remove the exotic control
interface to focus on the reactive control aspect of the project.
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Implementation

This chapter is concerned with the implementation details of the individual compo-
nents introduced in Chapter 4. This includes the development of the Unity application
responsible for producing the front-facing camera video stream and displaying the vi-
sual cues, the development of the human detection and direction system, as well as the
reactive control systems implemented for the control of ARTA. Previous work in the
PRL had utilized the Hololens camera to capture images that were then processed on
an external computer, but where this project differs is that a video stream is required
to perform real-time object detection. As such, a large amount of time was spent at the
very beginning of the project trying to produce a video stream, since the whole project
depended on this form of visual input.

Figure 5.1: System diagram detailing individual components of the programs running
on each device.

Figure 5.1 is a more detailed diagram of the high level system digram presented in
Figure 4.1. We show the communication between the three separate devices, and how
each node can be broken down into smaller nodes running specific computations. For
the rest of this report, we represent the ARTA, Hololens, and HDD system components
with the colours blue, red, and green respectively.
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5.1 Human Detection & Direction System

In order to determine the direction people are walking in, it is necessary for the system
to be able to detect humans. Only after detection is it possible to discern the motion of
individuals, which can be achieved through object tracking and body pose estimation.
Figure 5.2 shows the breakdown of the HDD node into components responsible for
these two tasks. This section is concerned with the implementation of the methods
needed to perform the direction prediction, as well as how the system communicates
between its nodes.

Figure 5.2: The HDD System is sub-divided into two ROS packages, YOLO and
YACHT. We show that YACHT has two sub-nodes which both depend on the outputs
of the detector.

We begin this section by listing the hardware requirements for the system. Due to
the nature of the HDD, and its reliance on modern deep learning techniques, access to
a modern GPU is essential. We refrain from trying to explain the step-by-step process
to setup the hardware and software, and instead, point the reader in the direction of an
article1 which covers this topic.

5.1.1 Hardware & Software Dependencies

Hardware

We implemented the HDD system on a desktop computer connected to the Imperial
College network. Due to the real-time computer vision requirements of this project, the
computer was chosen due to the GTX 1050Ti GPU with 4GB video RAM available on
the system. The computer was also equipped with an Intel i7-2600 CPU and 8GB DDR3
RAM.

1https://link.medium.com/xQ5w2FMXoX
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Software

We have refrained from posting all Python dependencies for the project and only men-
tion the important ones. A complete listing is available in the corresponding reposi-
tories of the packages. The following software dependencies are required to run this
project:

• Ubuntu 16.04

• Python 2.7

• OpenCV 3.0

• ROS Kinetic

Due to the deep learning component of the project, the following software depen-
dencies are essential:

• Nvidia Graphics Drivers

• CUDA 8.0 Toolkit

• cuDNN 6.0

• Darknet

• Tensorflow-GPU

• Caffe

5.1.2 YOLO Object Detector

As mentioned in Section 4.2.1, we chose to use the YOLOv3 Tiny architecture and
trained it on the CrowdHuman dataset. We begin this section by introducing the reader
to Darknet, the neural network framework YOLO is implemented on, and how we
integrated it into ROS. We also briefly explain how the network detects objects and
compare YOLOv3 Tiny with the more memory intensive YOLOv3. We then guide the
reader through the training process, and the analysis we did to validate the human
detection improvements compared to pre-trained models.

Darknet

Darknet2 is an open source neural network framework written in C and CUDA which
supports both CPU and GPU computation [41]. The source code for the framework is
freely available on GitHub, and it can be used to train different neural network archi-
tectures like more conventional deep learning frameworks such as Tensorflow or Caffe.

2https://pjreddie.com/darknet/
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Darknet in ROS

By definition, ROS is language-independent, although, at the time of writing, three
main libraries have been defined for ROS, making it possible to program ROS in Python,
Lisp or C++. On the other hand, Darknet is implemented in C, due to the speed of com-
piled low-level languages in conjunction with CUDA. However, the Darknet frame-
work is compiled into Shared Object (.so) file, which is analogous to a Windows DLL.
As such, it becomes possible to access the framework by writing wrappers around the
compiled library file.

Darknet has basic Python wrappers around the compiled library which convert Python
data types into C and vice versa. However, the original wrappers for detection are writ-
ten to run on images that are saved on disk. Darknet converts the saved images into a
C data structure IMAGE and performs the detections. To integrate the framework into
ROS, the node must be able to receive data from image topics with CompressedImage

or raw Image messages.

In ROS Python, the JPG or PNG images received from the CompressedImage message
can be converted to numpy arrays which store the RGB values, without the need to be
saved on disk. As such, we wrote Python wrappers for Darknet that allow the frame-
work to support images in the form of numpy arrays as well as images saved on disk.
The following listing defines the IMAGE data structure, and the conversion of an image
numpy array to the Darknet format:

1 # IMAGE: a C data structure used by Darknet

2 class IMAGE(Structure):

3 _fields_ = [("w", c_int),

4 ("h", c_int),

5 ("c", c_int),

6 ("data", POINTER(c_float))]

7
8 # Converts numpy array to Darknet IMAGE type

9 def nparray_to_image(img):

10 data = img.ctypes.data_as(POINTER(c_ubyte))

11 image = ndarray_image(data , img.ctypes.shape ,

img.ctypes.strides)

12
13 return image

Listing 5.1: Darknet IMAGE Python wrappers for seamless ROS integration.

Further Python wrappers were written for the detection and return of the image
bounding box co-ordinates. We also created ROS messages for the bounding box detec-
tions, which allows the Darknet YOLO node to communicate with other nodes in the
HDD system. The full code listing can be found in the Appendix 3,4.

3https://github.com/alaksana96/darknet-crowdhuman
4https://github.com/alaksana96/fyp yolo
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YOLO Detection Algorithm

As researched in Section 2.1.2, the algorithm divides an input image into a S × S grid.
Each grid cell can predict one object, and a cell can predict a fixed number of bounding
boxes B, which we visualize in Figure 5.3. The predicted bounding box is chosen from
the set of B boxes with the highest box confidence score, which is a measure of how
likely the box contains an object and how accurate the boundary box is. It also predicts
the conditional class probability, which is the probability a detected object belongs to a
particular class.

(a) A grid cell can make B predictions, in
this example B = 2.

(b) The bounding box with higher box con-
fidence score is used.

Figure 5.3: Visualization of the YOLO person detection algorithm dividing a resized
square image into grid cells.

YOLOv3 Tiny vs YOLOv3

While testing out the different models, we noticed that the YOLOv3 model was consis-
tently crashing and causing segmentation faults. On further investigation, we noticed
that this was due to the network using up all 4GB of video memory available on the
GPU. In comparison to its predecessors YOLO and YOLOv2, YOLOv3 is a much larger
network which has 106 fully convolutional layers. Although it is far more accurate at
predicting bounding boxes, it reduces the frame rates that can be achieved on video.
As such, we decided to use YOLOv3 Tiny, a shallower variant of the network that is
suitable for real-time image detection. Although the tiny version is not as accurate, it is
much lighter on memory, using less than 1GB video RAM, making it a suitable choice
for this project.

Training YOLOv3 Tiny

CrowdHuman The CrowdHuman dataset [37] is a benchmark dataset to evaluate de-
tectors in crowd scenarios better. The essential features of the dataset are the size, qual-
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ity of the annotations, and diversity. Each image contains multiple people with varying
degrees of occlusion, which allows for object detectors to better learn the representation
of obscured people.

Figure 5.4: A comparison of CrowdHuman to other person image datasets [37], show-
ing the increase in number of people and diversity in the images.

As can be seen from Figure 5.4, the dataset contains far more unique identities. By
examining the dataset, we can see that it contains people in a wide array of situations,
at varying distances with different body poses.

Annotations The CrowdHuman dataset provides its annotations in the .odtg format,
which is a variant of JSON. Each line in the annotation file corresponds to a JSON con-
taining the image ID and the bounding boxes. The annotations include boxes for the
visible box, full body box and head box. For training, we chose to use the full body and
head boxes only. We wanted the detector to be able to learn to predict occluded indi-
viduals, and we also wanted to experiment with head pose estimation. Each bounding
box is annotated as below, where x,y is the top-left corner of the bounding box. The
width and height are also given in image co-ordinate pixels.

[x, y, width, height]

On the other hand, to train YOLO on Darknet, the annotations must be given in a
completely different format. The Darknet annotation format is as such:

<object-class> <x> <y> <width> <height>

Since Darknet accepts images of any size; it works with image units which are scaled
relative to the size of the image. As such, all the values for the bounding boxes are
between 0 and 1. Furthermore, the x, y values in the annotation are measured from
the centre of the bounding box.

Converting Annotations To use the CrowdHuman images as a training set for the
YOLOv3-tiny model, we had to write several scripts that converted the annotations to
the Darknet format. We have included these scripts in the Appendix should the reader
wish to convert the dataset themselves5.

5https://github.com/alaksana96/darknet-crowdhuman/blob/master/README.md
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Training Parameters Before training, we set up the model configuration file to learn
two classes, head, and body, as well as to use batches of 32 divided into a subdivision
of 8 images. This limits the number of images loaded into memory at once to 8, to pre-
vent running out of GPU memory. We also reduce the size of the training images to
416 × 416 pixels, to further reduce the GPU usage.

1 batch =32 %Training parameters for YOLO Tiny

2 subdivisions =8

3 width =416

4 height =416

5 channels =3

6 momentum =0.9

7 decay =0.0005

Listing 5.2: Training parameters used for YOLOv3 Tiny on the CrowdHuman dataset

These optimizations were done to maximize the amount of GPU memory used for
training, without a sudden surge in usage causing a segmentation fault. Resizing the
input training images allows the algorithm to divide the image into a S × S grid. Gen-
erally, the larger the height and width, the better the predictions, since the image can
be divided into more grid cells. This is a trade-off we had to make to be able to train
the network on a mid-range GPU.

Training Process We left the model to train overnight, creating backups of the weights
every 1000 iterations. The following day, after reaching 30,000 iterations, we decided to
stop training the network. The average loss error and total loss had stopped decreasing
for several hours and was hovering at around 29.134. We reasoned that the network had
reached a minimum, and further training would be redundant since it would over-fit
the dataset. The final weights are available in the file yolov3-tiny-crowdhuman.backup.

Evaluating Trained Model

Hololens Videos As mentioned in Section 2.1.2, we recorded several test videos using
the Microsoft Hololens. These videos were capture in various locations on the Imperial
College campus. Figure 5.5 shows the model detecting people at range.

Figure 5.5: Trained model detects people and heads at different ranges. We also see it
can detect people far away and accurately detect their heads.
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A common area where lots of people frequent is Sherfield walkway. As seen in
Figure 5.6, this was an ideal place to capture a video since it features a lot of people
walking around in different directions. We obtained several more videos outside the
EEE building and inside the 5th floor ICRS lab.

Figure 5.6: Evaluating the model on Sherfield Walkway test video. We notice that it is
able to detect small figures close together at a distance.

The videos from the Hololens were captured whilst a person was walking with the
device, to best emulate a PWU in a wheelchair navigating through populated areas. We
noticed an improvement in the number and accuracy of the detected bounding boxes
compared with the pre-trained COCO models provided by Darknet.

ROS Node

The Python wrappers for Darknet allow us to access the detection and image conver-
sion functionality of the framework. To fully integrate the framework as a ROS node,
we must follow the standard ROS procedures for creating a new ROS package. As such,
we have created a package6 that runs Darknet and YOLO that can be downloaded and
run seamlessly with ROS.

ROS Topics The ROS node subscribes to the /image transport/compressed and ex-
pects to receive images in the compressed JPG format. This is because the Hololens
captures video frames and encodes it to reduce the usage on the network bandwidth.
These images are converted to numpy arrays which are then converted to Darknet
IMAGE types for detection.

Darknet produces bounding box co-ordinates and class probabilities for each detec-
tion in an image. For every received frame, the node publishes the original image and
a list of associated bounding boxes. The bounding box message contains the following
information:

6https://github.com/alaksana96/fyp yolo
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1 string Class

2 float64 probability

3 int64 xmin % Top Left Corner

4 int64 ymin

5 int64 xmax % Bottom Right Corner

6 int64 ymax

Listing 5.3: BoundingBox.msg

5.1.3 YACHT Package

The major contribution of this project is in the form of the Yet Another Crowd Human
Tracker package for ROS. This package utilizes the Deep SORT algorithm and Open-
Pose body pose estimation framework to determine the direction of individuals.

ROS Communication As seen in Section 5.1.2, the YOLO object detector node pub-
lishes a topic which contains the image and associated bounding boxes. Figure 5.1
shows that both YACHT nodes subscribe to the same output topic. The reason we de-
cided to include the original image in the message and not just the bounding boxes is so
that we can be sure the bounding boxes were detected for that frame, without having
to subscribe to two separate topics and comparing timestamps on individual messages.

5.1.4 YACHT: Tracker

As explained in Section 5.1.3, the YACHT tracker depends on the Deep SORT algorithm
[15]. Using the detections produced by the YOLO node, we assign IDs and match them
across video frames to produce a track. These tracking IDs are then sent to the Hololens
for visualization.

Deep SORT

Modifications We have modified7 Nicolai Wojke’s original implementation of Deep
SORT to run on Tensorflow-GPU. In the original, as the number of detections increased,
so does the delay in tracking. This issue is more prevalent when tested on the MOT
dataset, which has a large number of objects in each frame. Figure 5.7 visualizes the
delay on the MOT16-06 video. We can see that the algorithm is operating at a very low
FPS, causing it to be delayed in time.

Deep Association Metric Through code profiling, we noticed that the program was
spending a lot of time in the generation of feature vectors. Upon inspection, we noticed
that this process was run on a CPU bound version of Tensorflow. The ImageEncoder

class uses a pre-trained deep network that generates the feature vectors for each bound-
ing box. By using Tensorflow-gpu, we were able to run the network on the system GPU,
removing the delay.

7https://github.com/alaksana96/deep sort

41 / 91



CHAPTER 5. IMPLEMENTATION FINAL REPORT

(a) Output of YOLO. The image frame and
bounding boxes are fed to Deep SORT.

(b) Deep SORT is several frames behind
since it runs at 4 FPS.

Figure 5.7: Visualization of delay on CPU bound Deep SORT.

1 class ImageEncoder(object):

2
3 def __init__(self , checkpoint_filename , input_name="images",

4 output_name="features"):

5
6 # Tensorflow -GPU

7 gpu_options =

tf.GPUOptions(per_process_gpu_memory_fraction = 0.2)

8 self.session =

tf.Session(config=tf.ConfigProto(gpu_options=gpu_options))

Listing 5.4: Deep SORT Tensorflow GPU modifications.

Trackers & Tracking For each detection, we generate a feature vector using the image
pixels within the bounding box. A matching cascade with Nearest Neighbour metric
is used to best match the detection with existing confirmed tracks. Some detections will
not get matched since the distance to confirmed tracks is above the matching threshold.
The algorithm then attempts to match the detections to unconfirmed tracks using a sim-
ple Intersection-over-Union metric. These are newly created tracks that have existed for
less than the last n frames. If the detection is still unmatched, the algorithm creates a
new tracker for the detection and adds it to the pool of unconfirmed tracks.

Any pre-existing tracks which are not matched are checked. If the number of frames
since the previous match is greater than the max age parameter, the track is considered
dead and is deleted. This is done to prevent the number of tracks from growing in-
finitely. A Kalman filter is used to update the bounding box states of each track, as well
as the time since the last update.

Linear Extrapolation

We experimented with linear extrapolation across frames as a way of inferring the di-
rection travelled by the detection. As the project progressed, we encountered issues
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Figure 5.8: Visualization of Deep SORT matching. IOU matching is used as a final check
for tracks that are unmatched by feature vector Nearest Neighbour matching.

with this method, as explained in Section 4.2.2. By searching for alternative methods, it
was found that the depth camera on the Hololens can determine the distance between
the PWU and an object relatively accurately. As such, we abandoned the pure computer
vision approach in favour of using the Hololens.

ROS Topic

The decision to use the Hololens depth cameras as a way of determining distance
prompted the need for ROS messages to be sent to the device. As seen in Figure
5.2, the tracker node publishes the bounding box and tracker ID to the Hololens. The
BoundingBox data structure is defined in Listing 5.3, and is the same bounding boxes
generated by the YOLO detector.

1 BoundingBox boundingBox

2 int64 id

Listing 5.5: ROS message structure for BoundingBoxID.msg

5.1.5 YACHT: Direction

The second node in the YACHT package is the direction node, which uses the Open-
Pose framework to determine if a person is facing the camera or not. Earlier in Section
4.2.2, we outlined the problem of not being able to determine the distance to an ob-
ject with a regular pinhole camera model. We initially wanted to be able to determine
the distance using only a video stream and computer vision techniques. However, we
quickly realized that this was beyond the scope of the project, and decided to use the
depth cameras on the Hololens.

This section outlines the installation and setup of the OpenPose network [37]. We
also explain how we use the key-point detections to determine whether an individual
is facing the PWU or not. Furthermore, we also explain how the bottom-up approach of
OpenPose differs from the top-down approach that may have been more suitable and
the reasons for our implementation choices.
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OpenPose

OpenPose is developed and maintained by the Carnegie Mellon University Perceptual
Computing Lab. The implementation is made available on Github8 to encourage body
pose estimation research.

Installation & Setup The OpenPose library runs on a modified version of the con-
volutional neural network framework Caffe [42]. The library is well documented and
provides its own instructions on how to set up the library. We direct the reader to the
OpenPose GitHub repository if they wish to install the library themselves.

Model As stated in Section 4.2.2, we use the BODY 25 keypoint estimation model for
this project. The documentation states that this model is the fastest when it comes
to real-time application, compared to the MPI 4 or COCO models. We also reduce the
network resolution to 176 × 176 to reduce the GPU usage and speed up the keypoint
estimation. However, this reduces the accuracy of the detections, as discussed in this
section.

KeyPoint Estimation

Due to the bottom-up approach used by OpenPose, the network predicts key-points
for individual body parts across the whole image. Through our testing on the MOT
dataset, we noticed several points:

• The model is good at detecting key-points of people close to the camera.

• People who are smaller and further away are not always detected.

• When people are close together or overlap, the keypoint estimation has difficulty
differentiating between people.

• The more people in the image, the more network slows down and begins to lag
behind the source video.

We highlight the issues in Figure 5.9. The reason for the decrease in accuracy for
people further away is due to the lower network resolution. Using a higher resolution
allows us to detect people further away, but the delay between the arrival of the frame
and the detection is more than 0.5 seconds. As such, to achieve real-time operation, we
chose to use a lower network resolution.

Defining Direction

By comparing the relative positions of certain key-points, we can determine if a person
is facing the camera or if they are walking away. This information is important since
it will allow for better visualization of where a person is walking since people tend to
walk in the direction they are facing. This also partially solves the direction problem
brought up in Section 4.2.2.

8https://github.com/CMU-Perceptual-Computing-Lab/openpose
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(a) Key-point estimation is
most accurate on people close-
up.

(b) On people at a distance, the
estimation accuracy is limited
by the network resolution.

(c) A low network resolution
results in difficulty discerning
between people.

Figure 5.9: Comparison of keypoint estimation at different scales

(a) Frontal View (b) Key-point References (c) Back View

Figure 5.10: Body keypoint estimation of different views. These images show that the
network can differentiate between left and right limbs.

Method Pixels are measured from the top left corner of the image, with the x-axis
extending horizontally to the right and the y-axis extending downwards. Figure 5.10.b
shows the keypoint references for the body. The model can differentiate between the
left and right limbs on a person. Figure 5.10.(a,c) show a full frontal and back keypoint
detection on a person in the ideal detection position.

Body Part Key Points

Right Arm 2, 3, 4

Left Arm 5, 6, 7

Head/Spine 0, 1, 8

Table 5.1: Significant key-points for determining whether a person is facing the camera.
We can use the ability to differentiate between the left and right arms to determine

if a person is facing the camera. Table 5.1 presents the key-points for the relevant body
parts. If the image co-ordinates of the left shoulder is further along the x-axis than the
right shoulder, we can predict the direction as facing towards the camera. From testing,
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we know this simple method works most of the time. However, problems arise when
a person is standing perpendicular to the camera. OpenPose has trouble detecting the
torso and predicting the positions of the limbs, and it becomes difficult to decide if they
are facing left or right.

Implementation & Detection Matching

As mentioned in Section 5.1.5, OpenPose uses a bottom-up approach by detecting in-
dividual body parts across the whole image. We need to match the OpenPose keypoint
predictions with existing bounding boxes from YOLO since the tracker node assigns
these detections a tracking ID. This is done in Listing 5.6

1 def matchDetectionAndPose(self , detections , poses):

2 for pose in poses:

3 # Check torso , right/left shoulder

4 torso , rshoulder , lshoulder = pose[1], pose[2], pose [5]

5
6 for bbox in detections:

7 if( self.withinBB(bbox , torso[0], torso [1]) or

8 self.withinBB(bbox , rshoulder [0], rshoulder [1]) or

9 self.withinBB(bbox , lshoulder [0], lshoulder [1])):

10
11 if(rshoulder [0] > lshoulder [0]):

12 directionTowardsCamera = False

13 else:

14 directionTowardsCamera = True

15
16 publishDetectionDirection ()

17 break # Once matched , move onto next pose

Listing 5.6: Direction and Detection Matching code in people direction.py

ROS Topic

The direction node publishes the bounding box and direction to the Hololens. The
BoundingBox data structure is defined in Listing 5.3, and is the same bounding boxes
generated by the YOLO detector.

1 BoundingBox boundingBox

2 bool directionTowardsCamera

Listing 5.7: ROS message structure for BoundingBoxDirection.msg
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5.2 Hololens Unity Application

The Hololens is the central device in the overall system, acting as an intermediary be-
tween the HDD system and ARTA. We rely on the AR capabilities of the device to
render visualization holograms to indicate to the user potential collisions. The depth
camera and other sensors are used to perceive the distance of detected objects which
are communicated to ARTA for reactive assistance. Most importantly, the front facing
camera is the main visual input for the whole system, beginning the whole image pro-
cessing pipeline. Without a live video stream from the camera, object detection and
direction inference would be impossible. As such, the initial phase of the project was
dedicated to producing a reliable video stream to an external computer. Figure 5.11
shows the two separate parts of the Hololens application, the camera stream, and the
holographic world.

Figure 5.11: Components of the Unity application running on the Hololens. We divide
the program into two sub-programs, HoloCamera and HoloWorld.

Due to the importance, we begin this section by describing the implementation of the
video camera stream. We explain the libraries used, the workarounds required to pro-
duce the stream, and the limitations of using a Unity-based approach. Afterwards, we
describe the Unity application responsible for creating holograms, controlling ARTA,
and how detected objects are placed in the Unity world. Finally, we explain the inter-
action between the Hololens and ARTA.

5.2.1 Hardware & Software Dependencies

Hardware

Microsoft Hololens The Microsoft Hololens is the world’s first fully untethered holo-
graphic computer. The device can render 3D holograms in the world surrounding
the user by displaying them on a set of see-through holographic lenses. The device
is equipped with a multitude of sensors which we outlined in Section 2.5.2. The device
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also supports gesture recognition for controlling the device, as well as voice input. The
device is also able to connect to Wi-Fi networks, allowing it to stream data to and from
other devices. We provide a complete device specification in the Appendix.

(a) The Microsoft Hololens with the see
through holographic lenses.

(b) The device is worn on the head, resting
on the bridge of the nose, similar to glasses.

Figure 5.12: The Hololens is larger compared to its competition. However, the increased
number of sensors and wider spread usage makes it an ideal AR device for this project.

Software

Universal Windows Platform The Universal Windows Platform (UWP) allows for
applications that can be developed to run on any device running Windows 10. It gives
the developer access to a set of standard APIs that make it easier to access data from
any device. Software Development Kits (SDKs) are used to extend the capabilities of
an app for specialized devices such as the Hololens.

Unity Unity is a cross-platform game engine used to develop 3D, 2D VR & AR visual-
izations for applications such as games, engineering or assistive robotics, among others.
The primary programming language for the engine is C#, and the engine has built-in
Windows Mixed Reality and Hololens support, allowing for easier development of ap-
plications for the Hololens.

Development Tools For this project, we used the following setup for development:

• Microsoft Hololens running Windows 10

• Laptop running Windows 10 Developers Fall Edition

• Unity Editor 2018.1.6f1 (64-bit)

• Visual Studio 2017 Community Edition

The application produced in the Unity Editor and Visual Studio 2017 is compiled
and deployed to the Hololens as a UWP Unity application that can be accessed and run
from the device’s heads up display menu.
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5.2.2 Hololens Locatable Camera

The images captured by the front facing camera is meant to be a representation of what
the user is seeing. In reality, the field of view (FOV) of the front facing camera is greater
than the actual FOV of the device, meaning the camera can see more of the world than
the user can.

Specifications

The front facing camera is a two megapixel photo/ HD video camera with auto white
balance, auto exposure, and a full image processing pipeline. Due to the real-time re-
quirement of the project, we chose to use the smallest video resolution possible in order
to achieve the fastest frame rates. This limits the resolution of the captured video frames
to 896 × 504.

Limitations

The greatest limitation of the Hololens is the field of view. The FOV of the front fac-
ing camera is 48 degrees wide, allowing it to capture images of the surrounding world.
However, compared to a standard mobile phone camera, the front facing camera pro-
vides a cut-off view of the world. We highlight this issue in Figure 5.13, which shows
the reduced FOV of the device. Another issue is that despite the image processing the
pipeline, the Hololens camera produces overexposed images, especially when the front
facing camera is pointed towards illuminating objects or when light is only coming
from one direction.

(a) Image captured by Microsoft Hololens.
Notice the overexposure in the image.

(b) Image captured by standard IPhone
Camera under the same light conditions.

Figure 5.13: These images were taken from the same position. The Hololens has a
reduced FOV and is unable to capture the whole desk.

Furthermore, due to the positioning of the holographic lenses, the users FOV is
estimated to be approximately 29-30 degrees wide and 17 degrees high. This is even
less than the front-facing camera and limits what the user can see in the surrounding
area.

5.2.3 Hololens Video Camera Stream

For this project to begin, it was essential to stream the front-facing camera on the
Hololens to another PC. Once it had been proven that this was possible, work on the
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rest of the project could begin. As such, the first month of the project was spent com-
paring different camera streaming methods. As mentioned in Section 4.3.2, we briefly
spent some time attempting to use the HoloLensForCV library from Microsoft. How-
ever, after speaking with several members of the PRL, it was decided the best method
would be to use the Unity application approach as a base.

Image Capture

The Unity engine on the Hololens has APIs for the front-facing camera, giving devel-
opers access to information such as the resolution of the captured images, the camera
intrinsics, and the projection transform. However, Unity only allows developers to take
a photo or video recording that is then saved onto the filesystem. The media can then be
loaded from disk into Unity for streaming. This process is slow and time-consuming,
due to the large overheads associated with writing media to and from disk. From ex-
perimentation, we deemed this method too slow for our use case and sought out an
alternative.

Vulcan Technologies HoloLensCameraStream is a Unity plugin9 developed by Vul-
can Technologies that makes the Hololens front facing camera frames available inside
the Unity app in real time. The original library was designed to give developers the
ability to show a preview of what the Hololens camera sees within the application.
The ability to access the raw frames inside saves the application from having to write
the frame to disk and loading it again. Unfortunately, the library has not been main-
tained for newer versions of Unity with the last stable version being Unity 2017.3.1f
. Furthermore, these older versions of Unity are incompatible with the ROS# library
we use to communicate with other ROS nodes. As such, we updated the plugin for
Unity 2018.1.6f1 by modifying the offending code and updating obsolete functions to
the newer 2018 Unity API.

Image Capture Pipeline We briefly explain the image capture pipeline in the Unity
application outlined in Figure 5.14. An instance of the updated Vulcan Technologies
Camera Stream Helper is added to the scene which provides access to the front facing
camera video stream. We set the camera parameters to maximize the frame-rate by
lowering the resolution.

Figure 5.14: The image capture pipeline involves an intermediate Texture2D Unity
state.

9https://github.com/VulcanTechnologies/HoloLensCameraStream
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The captured frames are in the Microsoft standard BGRA32 pixel format, which has
32 bits per pixel. The four channels (blue, green, red, and alpha) are each allocated
8 bits per pixel. The raw pixel format creates large filesizes unsuitable for streaming
over the network. As such, it becomes necessary to compress the images into a PNG or
JPEG format. Unity can convert textures, a data structure for rendering images inside
applications into a compressed image format to be saved to disk. We leverage this
ability to compress the raw BGRA32 bytes into a JPEG image ready for network transfer.

Image Compression

Unity has built-in image compression techniques for saving textures to disk. JPEG im-
ages are generated through a lossy compression technique. The degree of compression
can be adjusted, allowing a trade-off between image quality and storage size. Since
these images are to be streamed over the network, we want to limit the size of the files
not to use too much bandwidth. On the other hand, we want the quality of the image to
be high enough so that we can conduct image processing in the HDD system. Through
experimentation, we chose to set the image quality to 50%, the middle ground between
quality and filesize.

Unity Threading Applications running on the Unity engine support threading, but
due to many Unity types not being threadsafe, certain actions must be done in the main
thread of the application. The main thread is responsible for all object interactions in
the scene, as well as the rendering of holograms and other visualizations. On the other
hand, tasks such as image capture by the Vulcan Camera Stream can be done in separate
threads which are switched to from the main thread. We visualize the threading process
in Figure 5.15.

Figure 5.15: Image compression is a time consuming operation that must be done in the
main thread. Only after compression is done can the holograms be rendered, limiting
the application to 5 FPS.

Limited Frame-rate An issue comes up with the way Unity implements image com-
pression. The JPEG encoding reads the raw image bytes from a Texture2D object in
the Unity scene. This action must be conducted on the main thread since updating
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textures involves object interactions. From code profiling, we determined that it takes
approximately 0.2 seconds to compress a captured frame. As such, the rendering of the
scene can only be done after image compression. This results in a slight latency of the
visualizations viewed by the PWU.

5.2.4 ROS Communication

As explained in Section 4.3.1, we use the ROS# library originally released by Siemens
for our Unity to ROS communications. However, the original ROS# library was not
developed for Unity applications running on UWP. As such, we used a variant of the
library10 developed by David Whitney, a Ph.D. student at Brown University.

Modifications

The UWP version of ROS# has been modified to only use APIs available on UWP de-
vices such as the Hololens. Upon adding the ROS# plugin to our Unity application,
we encountered compatibility issues since the plugin was developed for Unity 2018.2
and above. We were forced to use 2018.1.6f1 since it is the most recent version of Unity,
where the HoloCameraStream library works, and it is possible to access the camera
frames inside the Unity application. As such, we had to backport the ROS# library by
changing function calls to newer API features not available in our version of Unity.

ROS Topics

Figure 5.16: ROS topics in and out of the Unity application. Each topic carries data used
by different parts of the overall system.

Compressed Images The raw video frames captured by the front-facing camera are
compressed into JPEG frames that get published in the form of CompressedImage mes-
sages across ROS topics. Within the Unity application, we have setup CompressedImage

publishers which are called when a compressed video frame is ready to be read into a
message and published.

10https://github.com/dwhit/ros-sharp
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HDD Topics In Section 5.1.4 and Section 5.1.5, we have explained the ROS messages
published by the HDD system. The Hololens Unity application subscribes to these
topics and receives the messages to transform the image co-ordinates into real world
positions.

5.2.5 Hololens World

Mixed reality applications can place holograms in the world on real objects. This in-
volves precisely positioning the holograms in places in the world that are meaningful
to the user, which in the case of this project, is on detected people walking in the sur-
roundings. Upon receiving messages from ARTA and the HDD system, the Hololens
must parse the data to be able to update its internal understanding of the surrounding
world. This section explains the other half of the Unity application, which is responsible
for communication between devices, positioning of objects in the surrounding world,
and visualizing detections using holograms.

Hololens World Manager

Every Unity application has scenes where developers can place GameObjects which ren-
der holograms, recognize gestures, and communicate with other devices. A scene can
be thought of as the Hololens’ understanding of the world around it. The World Man-
ager acts as the main program in the scene, receiving messages from the HDD system
and ARTA, keeping track of objects in the surroundings and the position of the Hololens
and ARTA in the real world.

Communication The World Manager maintains a collection of all the publishers and
subscribers on the Hololens. Figure 5.16 outlines the flow of information in and out
of the Unity application. By maintaining a central communication hub, specialized
scripts such as the Hologram Manager or ARTA Manager can communicate with the
other devices without having to create publishers or subscribers.

Spatial Mapping Through spatial mapping, surfaces can be detected and objects ren-
dered on top of tables or other solid objects. The Hololens has built-in cameras that
continuously scan the surrounding environment, building up a virtual world geome-
try of the real world objects. The World Manager provides a central spatial mapping
class that all scripts can access so they have the same understanding of the surrounding
world.

HDD Data to GameObjects

From Figure 5.16, we can see that the Unity application subscribes to two topics from
the HDD system:

• /yacht/output/detectionids/

• /yacht/output/detectiondirections/
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These are the outputs of the two YACHT nodes described in Section 5.1.3, where we
also describe the format of the output messages. The frames captured by the Hololens
are sent to the HDD to be processed. From the frames, the HDD replies to the Hololens
by sending bounding box image coordinates of the detections, as well as a tracking ID
and whether the detected person is facing the camera.

Figure 5.17: The Intersection-over-Union metric is used to compare bounding boxes for
matching. The higher the metric, the more overlap between the boxes.

Matching Bounding Boxes Due to the design of the YACHT package, two different
nodes determine the tracking ID and direction of a detection. This allows the process-
ing to be done in real-time by running on separate threads. Since both YACHT nodes
subscribe to the bounding box detections from the YOLO node, we can match IDs and
directions by comparing the bounding boxes contained in each message.

1 private float IntersectionOverUnion(BoundingBox a, BoundingBox b)

2 {

3 int xmin = Math.Max(a.xmin , b.xmin);

4 int ymin = Math.Max(a.ymin , b.ymin);

5 int xmax = Math.Min(a.xmax , b.xmax);

6 int ymax = Math.Min(a.ymax , b.ymax);

7
8 int interArea = Math.Max(0, xmax - xmin + 1) *

Math.Max(0, ymax - ymin + 1);

9
10 int aArea = (a.xmax - a.xmin + 1) * (a.ymax - a.ymin + 1);

11 int bArea = (b.xmax - b.xmin + 1) * (b.ymax - b.ymin + 1);

12
13 float iou = interArea / (float)(aArea + bArea -

interArea);

14
15 return iou;

16 }

Listing 5.8: IOU metric C# implementation.

We use the Intersection-over-Union (IOU) metric to match the bounding boxes by
comparing the amount of overlap. This was done since there may potentially be net-
work delays between the received messages. If latency is involved, the bounding boxes
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from the detection may not match up precisely, since one message may be compared
with another message from the frame before. By using IOU, we can compare the metric
to a threshold to determine a match.

Creating GameObjects We use GameObjects to represent the detected people in the
surroundings. Before we can place the GameObjects of the people in the scene, we
first need to determine the real world positions from the position in the image frame.
This is done by un-projecting the image and using a coordinate frame transforms to
convert the point in the Camera coordinate system to the World coordinate system. We
highlight the process in Figure 5.18.

Figure 5.18: The front facing camera projects the surroundings onto a 2D plane. We can
determine the real world position of a pixel by reversing the projection and using frame
transforms [29].

Fortunately, the Vulcan Technologies library used to capture the frames has a func-
tion that converts pixel locations to world space coordinates. Using the camera2World

matrix transform and camera projection matrix, the PixelCoordToWorldCoord() func-
tion determines the real world position of a pixel. We use the centre of the bounding
box centres to represent the position of the detected people, and we place the GameOb-
jects at the initial world space position determined by the function.

Hologram Manager

The Hologram Manager is the manager of visualizations rendered on the holographic
screens. The GameObjects representing detected people created by the World Manager
are used to determine the initial positions of the holograms, but the Hologram Manager
uses ray casting and spatial mapping to correct the positioning of the GameObjects. The
holograms are then rendered by the manager in their correct positions to communicate
to the PWU if people are walking towards them or not.
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Holograms We use prefabs, 3D holographic models we created in the Unity editor to
create the visualizations. When the GameObjects representing people are created, they
are invisible to the PWU, since we are not rendering any textures on the objects. By
attaching a prefab to the GameObject, we essentially place a hologram at the position
of the GameObject in 3D world space. We have created two prefabs, a green and red
arrow. The green arrow indicates to the PWU that the person is moving away or in the
same direction as the PWU is facing, while a red arrow represents a person walking
towards the PWU. We show these prefabs in Figure 5.19, as well as the blue cursor that
indicates to the PWU where they are looking.

Figure 5.19: The Green and Red Arrow prefabs. The number under the arrow is the
associated tracker ID of the object. This allows us to track objects in the surroundings.

To improve the positional accuracy of the holograms, we utilize the spatial mapping
capabilities of the Hololens. By using the Raycasting function in Unity, we can project
a ray from the Hololens in the direction of the GameObject. When the ray hits a surface
detected by the spatial mapping class, we render the hologram on the surface and move
the GameObject to that position. This tries to ensure that the holograms are rendered
on the detected person, as seen in Figure 6.5.

(a) Green Arrow hologram rendered on a
person walking away.

(b) Red Arrow hologram rendered on a
person walking towards the camera.

Figure 5.20: Images captured from the Hololens showing what the PWU would see
when wearing the device.

ARTA Manager

We create a GameObject to represent the powered wheelchair within the Unity appli-
cation. The ARTA manager subscribes to topics published by the ROS nodes on the de-
vice, shown in Figure 5.16. Using the messages received from the powered wheelchair,
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it is possible for the application to understand the PWU’s control intentions and to
make decisions reactively. We explain the collision avoidance reactive control system
in the next section of this report.

5.3 ARTA Powered Wheelchair

The Assistive Robotic Transport for Adults is a powered wheelchair developed by the
Personal Robotics Lab at Imperial College London. A PWU can control the device
through a joystick that converts the user issued commands into motor signals. We com-
municate the wheelchairs velocity and PWU control signals to the Unity application
running on the Hololens and using the messages from the HDD system; we developed
a reactive control system to detected people in the surroundings of the PWU.

Figure 5.21: The ROS nodes running on ARTA. We utilize PRL ROS packages as a base
and communicate with the Hololens for reactive control.

5.3.1 Hardware & Software Dependencies

Building a powered wheelchair with the required sensors for localisation and mapping
is a time-consuming process, well beyond the scope of this project. We rely on the
sensors already attached to the wheelchair, as well as the ROS packages developed in-
ternally for the conversion of joystick commands to control signals and communication
between ROS nodes.

Hardware

The following sensors are fixed to the powered wheelchair for navigation and localiza-
tion purposes. The laptop is used as the main control system running the ROS nodes
that utilize the sensor data.
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• Arduino Uno (Joystick to motor signal conversion).

• 2 Hokuyo URG-04LX-UG1 laser scanners.

• SICK LMS200 rangefinder.

• Phidgets spatial 3/3/3 IMU.

• Laptop running ROS nodes.

Software

The PRL has several GitHub repositories dedicated to the ROS nodes running on ARTA.
These ROS packages cover the robotic aspect of the powered wheelchair, from using
the sensor data for localization and mapping of the surroundings, to receiving control
signals from the joystick or other exotic control interfaces. We utilize these repositories
to build the base ARTA system that is needed to control the robot using the joystick.

5.3.2 PRL ROS Packages

A large robotic device, such as ARTA requires a lot of software to control. As such, the
PRL has divided the ARTA functionality into several ROS packages, each responsible
for a certain aspect of controlling the powered wheelchair. We utilize these packages as
a base and contribute our additional reactive control module which works in conjunc-
tion with detections from the Hololens.

ARTA

The ARTA ROS package is the main parent node that encompasses the other packages
we describe in this report. The package is responsible for the basic manual control
and sensor node activation. It provides an interface via ROS messages for other nodes
to communicate with, such as the localisation or navigation nodes. Furthermore, the
package is responsible for the Gazebo simulation of the device, such as the model of
the wheelchair and control systems.

Localisation

The PRL Localisation package is an internally developed library for the robots in the
PRL lab. It contains various ROS launchers for common SLAM and localisation pack-
ages such as the hector mapping SLAM approach that utilizes laser scan data for mo-
bile robots. The package also contains maps for use with the amcl package for local-
isation of the robots. The members of the PRL have constructed maps for commonly
used testing areas, such as the hallway outside the PRL lab on the 10th floor of the EEE
building. We leverage these pre-existing maps for testing and evaluation later in this
report.
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Navigation

In addition to the localisation package, the PRL has developed a ROS package for as-
sistive navigation of the mobile robots in the lab. The package encompasses obstacle
avoidance, autonomous navigation as well as shared control. Using the sensor data
and localisation techniques from the other packages, we developed our reactive control
system with this as a base.

5.3.3 Hololens Communication

As shown in Figure 5.16, the Hololens Unity application requires data from ARTA to
build a Unity GameObject of the powered wheelchair. We utilize ROS topics and mes-
sages to communicate to the Hololens the position of the wheelchair in the world, the
PWU’s joystick input controls, and the current wheelchair velocity. Additionally, Fig-
ure 5.21 shows the communication from the individual ARTA nodes and highlights the
control messages received from the Hololens.

5.3.4 Reactive Control

The goal of this project was to build an augmented reality system that would assist
PWU in their day to day navigation tasks. Detection of people in the surroundings and
visualization of their direction is useful to the PWU, but reactive control for assistive
navigation and object avoidance can be seen as a direct use of the people detection.
We contribute a system that uses the people detection data from the HDD system and
front-facing camera of the Hololens to manipulate the PWU manual control signals for
wheelchair control.

Figure 5.22: The Reactive Control system spans both ARTA and the Hololens, due
to its dependency on ARTA sensor data as well as the Unity converted HDD system
GameObjects.

We have left the explanation of the reactive control system for last since it spans both
ARTA, the Hololens Unity application. We go over the flow of information through the
systems, how they contribute to the final reactive control decisions made by the ARTA
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manager on the Hololens and how it is translated to motor signals and movement of
the powered wheelchair.

ARTA

Manual Control The powered wheelchair is controlled using a joystick, which the
PRL have attached a circuit board and Arduino UNO that converts the user inputs into
control signals. The signals are published on the /arta/arta joystick topic, which
are sent to the nodes responsible for turning the wheels on the device. Furthermore,
the localisation and navigation nodes also subscribe to these topics, since libraries such
as the obstacle avoidance nodes require the user input signals. As shown in Figure 5.22,
the Hololens also subscribes to the topic via the ARTA manager.

ARTA Positioning For this project, we have limited the scope to navigating the wheelchair
in the hallway outside of the Personal Robotics Lab. We have chosen this since the PRL
have already built up height maps of the hallway, allowing the localisation packages
to determine the position of the wheelchair in the world accurately. By publishing the
odometer readings to the Hololens, we can determine the rotation of PWU relative to
their head rotation, solving the issue of not knowing if a detected person is directly in
front of the wheelchair brought up in Section 4.3.3.

Hololens

World Manager As explained in Section 5.2.5, the World Manager creates GameOb-
jects representing human detections in the Unity scene. By maintaining a map of the
positions of these objects, the reactive control system can use spatial mapping to deter-
mine the distance between objects in the real world.

ARTA Manager The ARTA manager forms the central part of the Reactive Control
system. It subscribes to the control and odometer readings from the powered wheelchair
and uses it to determine if a detected person is in front of the wheelchair and poses a
collision risk. Furthermore, upon determining a risk, it manipulates the PWU control
inputs to minimize the risk of a collision by lowering the speed of the wheelchair rela-
tive to the distance and direction of the person.

ARTA Hololens Alignment

As brought up in Section 4.3.3, the major issue we are faced with is determining if a
person detected by the Hololens is in front of the wheelchair, or if the PWU is looking
to the side, and the person is not in the wheelchairs forward trajectory. We visualized
this problem in Figure 4.10, and show the alignment of the Hololens and ARTA frames
in Figure 5.23.a. Although the PWU can tilt their head and rotate the Hololens about
the x and y-axis, we have simplified the model and assumed that the PWU will only
rotate about the z-axis. Furthermore, through testing, we have determined that the
Hololens can only rotate around the z-axis between −90 and +90 degrees. The PWU
is unable to swivel their head further, due to human biomechanics and the headrest of
the wheelchair.
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(a) The Hololens frame can rotate between
-90 and +90 degrees, while ARTA can ro-
tate 360 degrees.

(b) We calculate the offset between the
Hololens and ARTA by aligning the frames
during calibration.

Figure 5.23: The alignment of the ARTA and Hololens. We note that both frames can
rotate about the z-axis.

However, ARTA is limited to rotations about the z-axis, since the powered wheelchair
moves within the 2D plane of the floor. As such, we can determine the initial alignment
between ARTA and the Hololens.

Alignment Process Upon starting the Hololens Unity application and ARTA nodes,
the Hololens subscribes to the odometry topic published by ARTA. By accessing the
pose message contained within the odometry message, we can determine the orien-
tation of the robot in space. The PWU wears the Hololens and sits in the powered
wheelchair, facing directly forward. After 5 seconds, the ARTA manager aligns the
Hololens to ARTA by calculating an offset between the current ARTA rotation and
Hololens rotation measured by the IMU of the device. We show this alignment in Fig-
ure 5.23.b. This offset is used to determine whether the PWU is looking forward or to
the side.

Unity Distance to Objects

The World Manager uses spatial mapping and raycasting to correct the world positions
of the GameObjects representing the detected people. The Hololens has an optimal
hologram placement range of between 2 meters and 5 meters. This means after correc-
tion; we can be more certain about the distance to the GameObjects if they are within
this range. Unity keeps an internal spatial coordinate system of the world, and by
keeping track of the Arta/Hololens GameObject position, we can calculate the distance
between the device and detected people in the scene.

Reactive Control Algorithm

The ARTA Manager subscribes to the PWU joystick inputs which are translated to ROS
Twist messages. These messages represent the linear and angular velocities of the

61 / 91



CHAPTER 5. IMPLEMENTATION FINAL REPORT

wheels of the powered wheelchair. The forward kinematics of the wheelchair is de-
termined by the linear velocities of the left and right wheel of the wheelchair. To turn
the wheelchair, we use angular velocities representing rotations in the z-axis. These
messages are received by the Hololens and interpreted to determine the current trajec-
tory of the wheelchair.

At the same time, the ARTA Manager searches through the Unity scene for GameOb-
jects in front of ARTA/Hololens and groups them by the direction component of the
GameObject from the HDD system. The reactive control system iterates over the GameOb-
jects with directions coming towards the PWU first, since these are more likely to cause
a collision. The system then calculates the distance between the PWU and the detected
person.

Figure 5.24: A visualization of the Reactive Control system and the corresponding dis-
tance speed scaling functions.

As aforementioned, the ideal placement of holograms for distance accuracy is be-
tween 2 to 5 meters. Therefore, the reactive control system checks if the detected person
is less than 3 meters away. We chose this value to give the whole system time to detect
people and make a reactive decision before a collision occurs. We also check if the an-
gle between the person and the powered wheelchair is within 15 degrees of the current
trajectory. If the detection falls within both parameters, the system deems the person a
collision risk, and the reactive control system takes over.
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Upon detecting a collision risk, the reactive control system attempts to avoid a colli-
sion by reducing the speed of the powered wheelchair. We have used two scaling func-
tions that reduce the velocity of the wheelchair as the distance to the object decreases.
If the person is directly in front of the wheelchair, the function brings the speed of the
wheelchair to zero and prevents the device from moving forward until the collision risk
has moved out of the way. We show these functions in Figure 5.25, which for people
facing the wheelchair f (x) = 1

1+e−2x+6 and for people walking away f (x) = 1
1+e−2x+3 . We

chose to use different scaling since the wheelchair should slow down more quickly if a
person is walking towards them.

Figure 5.25: The velocity scaling functions relative to the distance to the object. We note
that the red function begins decreasing when the detected person is further away. This
is to compensate for the person walking towards the PWU.

Finally, these modified control signals are published to ARTA. The main ARTA node
receives these control signals and passes it on to the node controlling the wheels of the
device.

5.4 System Summary

To summarize, we have implemented a system which utilizes the Microsoft Hololens
as a form of visual input by way of the front-facing camera. The images captured by
the camera are processed on an external computer. The processing begins with people
detection, and the detected objects are fed into an object tracker and body pose estima-
tion system to determine their directions. The bounding box detections and direction
estimations are sent to the Hololens for spatial mapping, building a Unity scene with
GameObjects that represent the detected people. Using the augmented reality capabil-
ities of the Hololens, we render holographic visualizations for the PWU to see, indi-
cating whether a person is walking towards them or not. Since the PWU is controlling
the powered wheelchair manually, we use the reactive control system to monitor the
joystick inputs from the PWU and determine whether the system should take over con-
trol from the user. If the system decides there is a collision risk in front of the powered
wheelchair, it slows down the wheelchair based on the distance between the PWU and
the detected person.
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Chapter 6

Testing & Results

This chapter details the testing that was carried out to assess the performance of dif-
ferent parts of the system, such as the human detection and direction, as well as the
powered wheelchair and Hololens system as a whole. We outline the test setups used
to evaluate the performance of the systems, as well as the results of the tests and what
they imply about the implemented system.

6.1 Human Detection and Distance

This section is concerned with testing the Human Detection & Direction system and
the Hologram GameObject placement. To ensure the system will be able to detect real
people moving around in the surroundings, it is necessary to test the system detecting
people at different distances and the directions they are facing. We also want to test the
accuracy of the spatial mapping system in terms of correcting the real world positions
of the GameObjects representing the detected people. We utilize the Microsoft Hololens
and the HDD system for this test.

6.1.1 Test System Description

As explained in the Implementation chapter of this report, the front-facing camera uses
ROS topics to stream video frames to a partner computer the HDD system is imple-
mented on. The HDD processes the frames and detects people and determines whether
they are facing the PWU or not. The bounding box of the detections and directions are
sent back to the Unity application. Initially, the application converts the pixel coordi-
nates of the detections to corresponding world coordinates. We then use the spatial
mapping and ray casting capabilities of the Hololens to correct the world position dis-
tances of the holograms representing the detected people.

6.1.2 Test Setup

We set up a testing ground in the ICRS Lab on the 5th floor of the EEE building. We
marked out points at 1-meter intervals, which indicate where the target people should
stand. We asked the person wearing the Hololens to sit down in a chair to emulate
the position and height a PWU would be at when sitting in the wheelchair. Figure
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6.1 shows the experimental setup in the lab. For this step, all subjects were stationary,
except when the target person moves between the markings.

Figure 6.1: The experimental setup used to test the HDD and Hololens spatial mapping
accuracy. We asked the people acting as targets to stand at 1 meter intervals while a
person sitting down wearing the Hololens looked at them using the front facing camera.

We modified the Hololens Unity application to display holograms showing the dis-
tance between the Hololens and the target person in meters. We asked the person wear-
ing the Hololens to call out the value the hologram displayed as the target person stood
at different markings. To verify the readings, we recorded the Hololens display us-
ing the Windows Device Portal and watched them over after the test. Recording the
Hololens view also allowed us to see how the distance reading change as the target
person moves.

6.1.3 Test Procedure

We asked three different people to sit in the chair and wear the Hololens. Before com-
mencing the test, we allowed the people to learn how to wear the Hololens properly,
ensuring the Hololens was correctly placed on the bridge of the user’s nose. We also
allowed them to do several test detections to familiarise them with how the distance
hologram is rendered. This was done so that each participant would be able to detect
the target person and call out the distance displayed by the hologram.

The selected people all had different amounts of experience with the Hololens. One
user was a complete novice, putting the Hololens on for the first time to participate
in the test. One was an intermediate, having worn the Hololens a few times during
the development of this project, and the last person was more experienced with the
Hololens and how the HDD system would detect the target people.
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We asked the target person to face forward at each marker, before turning their back
and facing away from the Hololens user. This was done to check if there were any dif-
ferences between the placement accuracy of the GameObjects for different orientations
of the person.

6.1.4 Results

We show the results of the experiment in Figure 6.2, which compares the accuracy of
hologram placement after spatial mapping and ray casting with the true world position
of the detected person. Each test subject was given several seconds to adjust their head
positions to try to get a detection. Despite this, none of the three test subjects were able
to get holographic distances for a target at 6m or further. This may indicate that the
system was unable to detect a person at that distance, but what is more likely is that the
spatial mapping of the Hololens was unable to detect a surface that far away to render
the distance hologram on.

Figure 6.2: The graph shows that there is no significant difference between the orienta-
tion of the target. We note the decrease in accuracy past 4m, and the lack of holograms
at 6m.

The data shows that there is no significant difference in hologram placement dis-
tance for target persons facing towards or away from the Hololens. However, we note
that the hologram placement accuracy decreases the further away the target person is
from the Hololens. This is further shown from the Hololens view recordings in Figure
6.3, whereby we can see that the placement of the hologram is not on the target person,
but a surface just behind the target.
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(a) Subject at 2m (b) Subject at 3m (c) Subject at 6m

Figure 6.3: Target person at different distances viewed through the front-camera of the
Hololens. We note that the accuracy of the hologram placement decreases as the target
is further away.

After the test, we asked the test subjects on qualitative feedback on how easy it is
to view a hologram. As expected, the novice Hololens user had difficulty seeing holo-
grams due to the limited FOV of the device. The novice also stated that the holograms
were being rendered too high up, as they could only see the bottom of the hologram, as
the rest of it was slightly out of view unless they tilted their head upwards. The inter-
mediate user had a similar experience, but only had difficulty in seeing the holograms
when the target person was closer than 2 meters. However, all three users complained
about the limited FOV of the device and how it reduced their view of the surroundings.

6.1.5 Discussion

From our results, we note that the test subjects were unable to see a hologram when the
target person was more than 5m away, which indicates that there is a limitation with
the spatial mapping of the Hololens. We suspect that this is due to a surface mesh not
being rendered for the detected person, since the spatial mapping class was unable to
discern between the person and the background at that distance. Secondly, we bring
up the issue of hologram placement accuracy compared to the real world position of
the target person. The graph visualizes this issue in Figure 6.2, which shows a drop in
accuracy for distances beyond 4 meters. Furthermore, Figure 6.3.b shows the hologram
being rendered on a surface behind the target person.

We believe that these issues are caused by ray casting through an incorrect world co-
ordinate. Firstly, the frames captured by the front-facing camera have to be compressed
and streamed to a partner PC. The HDD system then processes the frames before being
streamed back across the network. The culmination of the time spent being processed
and streamed means that there is a slight delay between the detection of the person and
their current position as interpreted by the Hololens. As such, when the Hololens un-
projects the image coordinate of the detection to obtain a world coordinate, the place-
ment of the initial GameObject is slightly incorrect. The system uses the ray casting
function to pass a ray through the current position and expects the spatial mapping to
detect a surface behind the point corresponding to the detected person. However, due
to the slight delay, the ray continues to travel until it hits the spatial mapping mesh of
the background instead of the mesh of the person. This explains why holograms are
correctly placed on detections which are nearer, since the person is larger in the frame,
and as such, there is more surface mesh area for the ray cast to hit.
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6.2 Gazebo Simulation

Before testing the system using ARTA in the real world, we used the robot simulation
tool Gazebo to test how the reactive control system would manipulate the ARTA control
signals in response to person detections at different distances. The purpose of this
simulation is to test the communication between ARTA and the Hololens, and how
the reactive control system manipulates the velocity of the wheelchair as it approaches
a detected person. We also want to test if the system can decide if the detections are to
the side of the wheelchair or in front, and react appropriately.

6.2.1 Test System Description

For this test, we use the same system like the one described in Section 6.1.1, with the
addition of the Gazebo simulation of the ARTA powered wheelchair. We communicate
the ARTA control signals to the Hololens, which checks the trajectory of the wheelchair
and determines if a collision with a detected person is imminent. If the reactive con-
trol system decides a detected person is a collision risk, it reduces the velocity of the
wheelchair to avoid a collision.

6.2.2 Test Setup

Gazebo Simulation

We use the Gazebo Simulation software to load a world built using the height map
for the hallway outside the Personal Robotics Lab on the 10th floor. We then load the
Unified Robot Description Format (URDF) model of ARTA into the world and run the
ROS nodes controlling the powered wheelchair. We control the simulated wheelchair
using the keyboard on the computer instead of a joystick.

(a) URDF model of ARTA with joints that
model the kinematics of the wheelchair.

(b) An aerial view of the Lab Hallway on the
10th floor.

Figure 6.4: The Gazebo Simulation of the lab hallway outside the PRL. The blue mesh
represents the range of the simulated laser scanner.

Real World Lab Setup

We are trying to test how the velocity of the wheelchair changes when the system de-
tects a collision risk. We model the movement of the wheelchair in the Gazebo simula-
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(a) Gazebo Simulation of hallway from be-
hind the model.

(b) Corresponding real world lab setup from
behind.

(c) Gazebo Simulation of hallway from in
front of the model.

(d) Target persons will stand on the markings
in front of the test subject which are 1m apart.

Figure 6.5: We emulate the real world position of the Gazebo model position in the
ICRS lab. We monitor the simulated velocity of the wheelchair as we vary the distance
the target person is from the Hololens.

tion, but we need real human detections to test the reactive control system. We use the
same setup used in Section 6.1.2, where we use the long hall between benches in the
5th floor ICRS lab to replicate the hallway outside the PRL lab.

Monitoring ROS Topics

We record the ROS topics publishing the linear and angular velocities of the simulated
wheelchair using a ROS bag. We monitor the following topics:

• /navigation/main js cmd vel, the velocity controlled by joystick inputs.

• /holo/cmd vel, the reactive control velocity.

• /arta/cmd vel, the simulated velocity of the wheelchair.

6.2.3 Test Procedure

We asked the test subject to sit in a chair in the middle of the hallway wearing the
Hololens. Similar to the experiment in Section 6.1.2, the target person stands at different
distances to the test subject. Using the keyboard, we control the simulated wheelchair
driving it forward down the simulated hallway. At each marked distance, we record
the joystick, reactive control, and final velocities of the simulated wheelchair using the
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ROS bag for comparison. We test distances between 1 and 4 meters away since the
reactive control system only takes over for detections closer than 3 meters.

After the distance tests, the test subjects were asked to look to the side as the simu-
lated wheelchair moved forward. We asked the target person to stand to the side of the
wheelchair to provide a human detection. This was done to test if the system can real-
ize the detection is not in the trajectory of the wheelchair, and for the system to realize
reactive control is not necessary.

6.2.4 Results

We present the results of this experiment in Figure 6.6. We note at 3 meters that the
reactive control system detects a collision risk and reacts appropriately by reducing the
velocity of the wheelchair. We see in Figure 6.6.a that the output velocity of the reactive
control system is below the ideal reactive control velocity of 0.5m/s. Furthermore, the
velocity oscillates between 0.3m/s and 0.1m/s, well below the ideal velocity. Figure
6.6.b shows a similar trend, whereby the output velocity of the reactive control system
is 0m/s instead of the ideal value of approximately 0.1m/s in the ideal case. Similarly,
Figure 6.6.c also shows a discrepancy. More significantly is that we see oscillations
in the velocity caused by flickering detections. At a distance of 4 meters, the reactive
control was not activated. As such, there is no difference between the joystick input
and reactive control velocities, so we omit those results from the figure.

With respect to the head-turning results, we noted that the system was always able
to recognize when the test subject was looking forward or to the side, and we saw no
change to the joystick inputs when the user was not looking ahead. This indicates that
the reactive control system is not activated as intended.

70 / 91



CHAPTER 6. TESTING & RESULTS FINAL REPORT

(a) Upon detection, the reactive control reduces the velocity to around 0.3m/s. When the colli-
sion risk is gone, it returns to 1.0m/s.

(b) At a distance of 2m from the detection, the reactive control system prevents the wheelchair
from moving at all.

(c) The reactive control output velocity oscillates between 0 and 1 due to flickering detections.
HDD fails to detect people if they are too close.

Figure 6.6: Reactive Control System velocity outputs at different distances.
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6.2.5 Discussion

Due to the issues with hologram placement accuracy discussed in Section 6.1.5, we can
explain the discrepancy between the ideal reactive control velocity and the simulated
reactive control. As was discussed in the previous section, the GameObjects and holo-
grams are not always placed in the correct position or on the correct surface. As such,
the distance between the PWU and the GameObject in the Unity world varies slightly
compared to the real world measurement. When holograms are placed slightly closer
to the PWU, the reactive control system responds by reducing the velocity more than
the ideal case, as seen in Figure 6.6.

We also wish to discuss the oscillations in the velocities set by the reactive control
system. For the graph in Figure 6.6.a, the velocity oscillates within a small range below
the ideal reactive control velocity. These small oscillations are most likely caused by
flickering holograms. The holograms are ray cast onto the surface of the detected per-
son, however, due to issues with hologram stability at a distance, the placement of the
hologram and GameObject oscillates between two values. This is rendered to the user
as a hologram flickering between two positions on the detected person. As such, the
distance between the target and the PWU changes, causing oscillation in the velocity
output of the reactive control system.

With regards to the larger oscillations seen in Figure 6.6.c, we believe that this is
caused by the failure of the HDD system to detect a person standing that close to the
PWU. However, we are unsure of the root cause of this problem. There is a possibility
that this issue is caused by the YOLO detector being unable to detect a person when
only their torso and head are visible. The more likely cause is that the OpenPose key-
point estimation fails due to it being unable to estimate the key points due to the person
being too close. As part of our optimization to run both the tracker and pose estimator
on the limited GPU memory, we reduced the network resolution of OpenPose, which
results in less accurate key point estimations. The reduction in network resolution may
also explain why the HDD system is unable to detect people further away, since the
pose estimator fails for persons far away, as seen in Section 5.1.5.

Finally, we discuss the Hololens and ARTA frame alignment to determine if a de-
tected person is in front of the wheelchair. From the tests, we noticed no change in the
forward velocity of the simulated wheelchair. Furthermore, the cursor rendered on the
holographic screens changes to the colour red when the PWU is not looking forward,
and changes to green when the user is facing forward. This shows that the calibra-
tion process and alignment was carried out successfully. To conclude this test, we have
found that the reactive control system works in simulation, giving us the confidence to
test the full system in the real world.
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6.3 Full System

As a final test, we want to see the whole system in action with all three devices function-
ing and communicating with each other. We want to check whether the HDD system
can detect people who are walking towards the PWU operating ARTA. We also want
to see how the reactive control system responds to collision risks in a real-world set-
ting, and whether the response is fast enough to compensate for people walking and
the wheelchair moving forward. This test utilizes ARTA, the HDD system, and the
Hololens running the full Unity application.

6.3.1 Test Setup

This test was conducted in the hallway outside the Personal Robotics Lab on the 10th
floor of the EEE building. The reason for this choice of test location is the pre-existing
height maps for localisation and navigation that have been developed by the members
of the PRL. Furthermore, this experiment was designed to test the real world applica-
tion of the Gazebo Simulation test we conducted in Section 6.2.

This experiment involves positioning ARTA at the end of the hallway. The test sub-
ject is sat in the wheelchair wearing the Hololens running the Unity application. Com-
munication between the Hololens and the HDD system is established and checked to
ensure the HDD system is receiving video frames and processing them. We then check
the Hololens for detections by asking the test subject to confirm they can see holograms
being rendered. We then ensure ARTA is communicating with the Hololens by trying
to move the wheelchair without any detections and checking the /holo/cmd vel/ ROS
topic for messages.

6.3.2 Test Procedure

To test the effectiveness of the system, we designed three different scenarios:

1. Target Away: ARTA and PWU driving forward in the same direction as the target
person walking down the hallway.

2. Target Towards: ARTA and PWU driving forward as the target person walks to-
wards the PWU.

3. Looking Away: ARTA and PWU driving forward, PWU is looking to the side
so that the target person is in the FOV of the Hololens but not in the forward
trajectory of ARTA.

These scenarios were designed to test whether the Hololens will detect a person as
a collision risk and translate it to a reactive control output that slows down the pow-
ered wheelchair, preventing a collision. We illustrate the positions and motions of the
target person using the Gazebo simulation map in Figure 6.7 since it provides an aerial
representation of the hallway.
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Figure 6.7: The experimental setup used to test the full system. We ask the target person
to walk down the hallway for Scenarios 1 & 2. For Scenario 3, the target person stands
still.

Target Away In this scenario, we are testing the system’s ability to detect a person
walking in the same direction as the wheelchair. We want to test the system response
to the detection which we expect to be a reduction in the forward velocity of ARTA,
allowing the robot to continue moving forward, albeit at a slower velocity. We also
want to evaluate how the system responds to the person moving out of the frame.

Target Towards This experiment was designed to test how the system responds to
a collision risk that is approaching the wheelchair. The target person is asked to walk
towards the wheelchair as the wheelchair moves forward. We are testing for the system
to detect the person and to rapidly decrease the forward velocity of the wheelchair as
the target person comes closer. We expect the system to stop moving completely when
the target person is closer than 2m away.

Looking Away We ask the test subject wearing the Hololens to drive ARTA in a for-
ward direction while looking to the side. The target person is asked to stand to the side
of the PWU, 2m away from the start position of ARTA. This scenario is designed to test
if the system can recognize that the detected person is not in the current trajectory of
the wheelchair, and so the reactive control system does not need to modify the user
joystick input commands to avoid a collision.

During Scenarios 1 & 2, we asked the Target Person to maintain a constant walking
speed slightly faster than the top speed of 1.0m/s of the powered wheelchair. We also
asked the Target Person to continue walking unless they were certain that a collision
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would occur, in which case we instructed the target person to avoid the collision them-
selves.

(a) Scenario 1: Target person walking in the
same direction as forward motion of ARTA.

(b) Scenario 2: Target person walking towards
the PWU and ARTA.

Figure 6.8: The path taken by the Target Person along the hallway outside the PRL.

6.3.3 Results

We measured the success of a scenario by whether human intervention was required to
prevent a collision. We define human intervention as the act of:

• The PWU stopping the forward joystick input manually or by navigating the
wheelchair out of the way to prevent a collision.

• The Target Person having to move off the assigned path to avoid a collision.

Target Away

Through our observation of this scenario, we noticed several things:

• System was unable to detect the target person beyond 3-4 meters in front of the
wheelchair.

• ARTA moved much slower than expected despite the target being between 2-3m
in front of the device.

We define a detection as the placement of a hologram at the position of the detected
object. The test subject was unable to see a hologram of the green arrow on the surface
of the target person when the target person was standing further than 3-4 meters away.
The PWU and ARTA retained a relatively smooth velocity behind the target person
walking away, and no collision with the target occurred. When the target person left
the FOV of the PWU, the wheelchair returned to the top velocity of 1m/s.

Target Towards

In this scenario, the PWU and ARTA drove forwards as the target person walked to-
wards the powered wheelchair. We noticed that as soon as the target person was ap-
proximately 3m away from the PWU, the velocity of ARTA reduced rapidly in a sudden
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jerking motion. As the target person got closer, we noted that ARTA oscillated between
moving forward and remaining stationary, instead of remaining completely still. When
the target person was very close to the PWU, ARTA began moving forward, indicat-
ing the reactive control system had failed to notice a detection and the system required
human intervention.

Looking Away

This test involved driving the wheelchair forward while the PWU looked at a target to
the side. For this scenario, we noted no change in the velocity as the PWU detected
the target person, which indicates that the reactive control system was not activated as
expected.

Summary of Scenarios

To summarise the results of the scenarios, we want to highlight several points we
noticed during the test. Firstly, we want to highlight that the system can determine
whether a detection is in front of the powered wheelchair and in the way of the cur-
rent trajectory. However, occasionally, the system is unable to detect target persons in
front of the wheelchair. This issue was observed when the target was either far away
from the PWU or extremely close. Secondly, we note that the reactive control causes a
sudden and much more rapid decrease in velocity than we intended. Finally, we want
to highlight the issue the system faced when the target person was very close, which
caused Scenario 2 to require human intervention.

6.3.4 Discussion

We now discuss the issues highlighted in the previous section. We begin with the issue
whereby the system fails to detect a target person standing very close to the PWU. As
discussed in Section 6.1.5 and Section 6.2.5, this is most likely due to a failed detection
by the HDD system for people too close to the PWU. This event is similar to the oscil-
lation issue we faced in Section 6.2.5, where for close detections, the velocity output of
the reactive control system oscillated between 0m/s and 1m/s.

Furthermore, due to the variance in hologram placement distance, we can explain
the rapid decrease in velocity output at 3m that occurred in Scenario 2. We believe that
as the target person crossed the 3m distance and activated the reactive control system,
the GameObject representing the person was placed slightly in front of the target. This
incorrect placement caused a sudden drop in velocity. Also, as the distance between
the PWU and the target decreased, the ray casting of the GameObject had to correct
itself multiple times, causing the distance between them to fluctuate. These fluctuations
explain the rapid changes in velocity that caused ARTA to oscillate between movement
and remaining stationary.

As discussed in Section 6.2.5, the lack of detections for people far away may be caused
by incorrect pose estimations by the OpenPose network in the HDD system due to the
low network resolution.
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6.3.5 Overall System Discussion

By testing the full system, we were able to assess how our implementation would per-
form in a real-world scenario. Although the real world scenario was simplified to only
three controlled situations, we immediately noticed that there is a lot of room for im-
provement. First and foremost is in the HDD system, where persons far away were not
recognized. From our tests, we established a possible limiting factor being the resolu-
tion of the OpenPose network, which may fail key point estimation for small figures in
the distance. Secondly, in the Hololens Unity application, where we convert the image
coordinate of the detection to a world coordinate. Here we rely on the library provided
by Vulcan Technologies, which utilizes the camera parameters to form an un-projection
matrix to obtain the world position of the pixel. Due to the delay from the streaming to
a partner PC and processing through the HDD system, the world coordinate is slightly
off and not representative of the world position of the person in the current frame. Fi-
nally, the rapid decrease in ARTA forward velocity when a detection enters the reactive
control activation range. Due to the variance in hologram distance, we realized it was
unsuitable to use a scaling function that reduced the speed of the wheelchair so aggres-
sively. We discuss these issues further in the next chapter of the report.
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Chapter 7

Evaluation

This chapter summarises the capabilities of the augmented reality system as a product
against the requirement capture, an evaluation of the techniques used to produce the
system and the achievements of the project compared to the goals set in the interim
report.

In the interim report, we proposed the ”Human Detection System,” which would
estimate the trajectories of people utilizing a moving object detector. Instead, the final
product implements a Human Detection & Direction system that relies on object detec-
tion and body pose estimation. The first and most challenging step of the project was
developing the video stream of the front-facing camera on the Hololens. Due to the
reliance of the HDD system on the visual input, this made the video stream a critical
part of the project. As such, we considered multiple approaches to achieve a real-time
stream with a relatively high frame rate. Using Unity, we were able to access the front-
facing camera and stream the captured frames to a partner PC. From there, the HDD
system can use the YOLO object detector to detect humans in the captured frames and
discern the direction they are walking in using the OpenPose pose estimation network
and object tracking. As such, we have achieved the requirements set in Section 3.2.

In spite of our achievements, we must be critical of the system we have implemented.
Through our development, we found it was challenging to develop a video stream of
the front-facing camera due to the limitations of the Unity game engine. We discuss the
issues of compression in Section 5.2.2, and how it limits the user experience to 5 FPS
on the holographic lenses of the Hololens. Despite discussing potential solutions with
the members of the PRL and open source contributors online, we were unable to find
a realistic solution for faster image compression that could be run outside of the Unity
main thread. As such, we had to continue with the project, knowing that there was a
limitation on the user experience in terms of holographic stability. Furthermore, due to
the limitations of the front facing camera (which captures at 30 FPS), image compression
and transfer over the network, we can only achieve a modest 10 FPS on the partner PC.

With regards to the person detector in the HDD system, we were able to improve the
detections of partially occluded persons and smaller figures at a distance compared to
the pre-trained model. We verified this through our visual testing on the MOT dataset
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and our recorded videos around Imperial College London. On the other hand, we did
not end up using the object tracking capabilities of Deep SORT to its full potential. We
initially proposed the use of the tracker to determine the directions using only a 2D
image by tracking the motions of objects across frames. However, we found this task
difficult when the detected person was walking towards or away from the camera, as
discussed in Section 4.2.2. However, instead of removing the tracker, we kept it in the
system for potential future work to increase the hologram stability and better direction
estimation.

Furthermore, the decision to use body pose estimation to determine the direction a
person is walking in was an adventurous one. A much simpler option would have
been to rely on object tracking and using the depth camera on the Hololens to see how
the position of the object changed in the real world. This would have reduced the GPU
memory usage, the complexity of the HDD system, and the amount of work required to
get the network to run on ROS. In hindsight, we realize it was misguided to rely solely
on computer vision techniques to determine the human direction and that a much safer
option would have been to utilize the sensors for depth perception available on the
Hololens and ARTA.

Also, in the interim report, we proposed the use of the Pupil Labs eye tracker as
a form of wheelchair control. However, streaming the captured video frames caused
a limitation in the frame rate of the user experience, and as such, we were unable to
implement this goal. We discuss the full reasoning for this in Section 4.4.3. We also
proposed the development of Hologram warnings using the eye tracker to alert the
user on a potential collision. In the final implementation, we have developed hologram
visualizations of the directions detected people are walking in which act as a warning
for potential collisions. We achieve this through the detections produced by the HDD
system and create a map of the detections by utilizing the spatial mapping. Since one
of the goals set in the interim report was to control the powered wheelchair using the
augmented reality headset, we implemented the reactive control system across ARTA
and the Hololens. However, from our testing, we found that there are several issues
with the reactive control system, and most of them stem from the fact that we are using
a single video input as our source of decision making.

From our results, we realize that the combination of a low frame rate from the video
stream and the network delay during transfer between the Hololens and partner PC
results in latency between the processed frame and current view of the PWU. This la-
tency also results in incorrect projections of image pixels to world coordinate space. As
discussed in Section 6.3.4, this causes holograms to jitter in position, as well as affect-
ing the output of the reactive control system velocity. To avoid the issue of inaccurate
hologram placement in the world, a solution would have been to use Spatial Anchors
and placing holograms relative to the anchors. This would also increase the accuracy of
the hologram in the real world relative to the virtual world rendered by the Hololens.
However, we did not use spatial anchors because one of the ideas for this system is for
PWU to be able to wear it in the streets, in unmapped places where spatial anchors are
not already placed.
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Finally, we discuss the reactive control system, which we implement on the Hololens
and ARTA. The system relies solely on the mapping of detected people created by the
Unity application. However, we found that this results in a system that can be unsta-
ble, depending on the accuracy of the detections. From our tests, we also noticed that
the lighting of the room affected the systems ability to detect people, due to the res-
olution of the front-facing camera. As such, a better approach for collision avoidance
would have been to utilize the PRL developed obstacle avoidance ROS packages built
for ARTA. These libraries would have made the development of the reactive control
system much simpler. Furthermore, from our tests, we also noticed that the wheelchair
would reduce its velocity rapidly when detecting an object moving towards it. This is
due to the choice of scaling function, which are much too aggressive for real-world use.
Instead, a smoother scaling function that reduces the velocity slowly is more suitable
for a powered wheelchair, resulting in a smoother ride.
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Chapter 8

Conclusion and Further Work

8.1 Conclusion

Throughout this report, we have discussed the implementation of an augmented reality
system to aid PWUs in navigating areas with people as potential collision risks. We
outlined the requirements for the system to handle this scenario in the Requirement
Capture section of the report. From our tests, we can show that we have implemented
a working proof of concept, using the Microsoft Hololens as the augmented reality
device, and front-facing camera as the visual input for people detection and analysis.

One of the contributions of this project is the development of a Unity application
that streams the front-facing camera of the Hololens to a partner PC. The ability to pro-
cess the frames on a computer with a GPU opens up a whole avenue of research for
computer vision techniques using the Hololens. This report explores the use of these
techniques in the Human Detection & Direction system, which uses the YOLO object
detector, Deep SORT tracker, and OpenPose body pose estimation networks. To make
this accessible to future researchers, we make available the Unity framework, which
implements the video streaming across ROS topics. However, this report also high-
lights the limitations of using the Unity engine for video streaming, and suggest that
any future researchers should develop a UWP application that accesses the Hololens
video stream, to make use of the multi-threading capabilities of the device.

Secondly, we contribute a version of Darknet that has been modified to run as a ROS
node, allowing seamless integration with other ROS packages. We achieved this by
wrapping the core Darknet libraries using Python and providing an interface between
the neural network framework and ROS topics to pass messages containing the images
and bounding box detections. In addition to this, we have also trained the YOLO object
detector using the CrowdHuman dataset. We provide the pre-trained weights that can
be run on the ROS Darknet framework. We also explored the use of body pose estima-
tion as a method of determining the direction a detected individual is walking in. We
have developed Python wrappers around the network to allow it to accept ROS topic
messages as input and a way for it to output its keypoint estimations.
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Thirdly, in addition to the video streaming capabilities of the Unity application, we
have also developed an augmented reality experience for PWU which visualizes the
direction people are walking in, based on the results of the HDD system. These holo-
grams are rendered by the Hololens and are used as visual aids by the PWU to avoid
collisions. Due to the frame rate limitations of the application, the holographic visual-
izations are not completely stable but provide a reasonable indicator of direction to the
PWU.

Finally, we have developed a simple collision avoidance system that utilizes the spa-
tial mapping capabilities of the Hololens to determine the distance between the PWU
and the detected people. The reactive control system monitors the input velocity com-
mands sent by the PWU using the joystick on ARTA and selectively controls the final
velocity of the wheelchair when it detects a collision.

8.2 Future Work

8.2.1 Utilizing ARTA Sensors

To achieve a more accurate mapping of the surroundings, the system should not rely
on a single sensor input in the form of the front-facing camera. Instead, the visual
input and positions of the object obtained from the front-facing camera should be used
in conjunction with other sensors, such as the laser scanners attached to the base of
ARTA. Furthermore, the PRL has already developed ROS packages that implement
this on ARTA. The future work would involve comparing the positions of the detected
persons in the Hololens frame and ARTA frame to estimate a better world position.

8.2.2 GameObject Tracking in Unity

In the current Unity application, we create a new GameObject representing a detected
person and delete it every frame. We do this since we determine the direction a person
is walking in from the output of the OpenPose network. As such, the tracker ID is not
used beyond visualization.

An alternative approach would be to create a single GameObject for each tracking ID.
These GameObjects are then compared across frames, and if the tracker ID exists in the
new frame, the previously instantiated GameObject is rendered. When the tracker ID
is not in the frame, we set the mesh of the hologram to transparent, and the hologram
is not visible to the PWU. This would allow the Unity application to keep track of the
positions of the detected objects across frames, and reduce the error in the accuracy of
hologram placement. This would also mean that the Hololens was aware of detected
persons, even when the user turns their head to the side and the objects are no longer
in the FOV of the front-facing camera.
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8.2.3 Advanced Reactive Control

Rather than have the reactive control system reduce the speed of ARTA when it de-
tects a collision risk, a more advanced technique would be a system that takes over and
navigates the wheelchair out of the way of the detected person. This system would
be implemented using either the additional ARTA sensors or GameObject tracking we
mentioned in the previous sections as a way of keeping a better mapping of the sur-
roundings of the Hololens. We could then use the object avoidance libraries developed
by the PRL to control ARTA when it detects objects, and calculate the best path that
avoids a collision.

8.2.4 Video Streaming

The major limitation of the Unity Game engine is the fact that image compression can
only be done in the main thread of the application. This limits the frame rate the scene
can be displayed at, resulting in latency when rendering holograms in the surround-
ings. This was why we chose to instantiate and delete holograms for each detection
instead of having them persist across frames.

To solve this problem, one would have to develop a way of compressing the images
outside of the main thread. This is a difficult problem to solve since Unity does not al-
low access to textures and GameObjects outside of the main thread due to thread safety
issues. As such, an alternative approach would be to somehow access the video streams
outside of Unity, perhaps using the HololensForCV library provided by Microsoft, to
stream the front facing camera to a partner PC. The partner PC would then stream the
captured images back to the Hololens and the detections, into the Unity application.
This, however, would involve writing a UWP application that could run in the back-
ground of the Hololens, as well as using Windows networking protocols to stream the
video data from the Hololens.
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Appendix A

Software

A.1 Developed Software

All code developed in this project is available in their respective GitHub repositories.
We have provided instructions in the README.md file of each repository on how to setup
the code and how to run it.

A.1.1 Partner PC

The following applications were developed to run on Ubuntu 16.04 with 8GB DDR3
RAM and a GTX 1050 Ti. ROS Kinetic is also required, as well as Python 2, gcc and
g++. For a more complete listing, please refer to the medium

Darknet CrowdHuman

Source: https://github.com/alaksana96/darknet-crowdhuman

This repository contains the Darknet version used in this project. We also provide
the code required to convert the CrowdHuman dataset to the Darknet format for train-
ing the YOLO detector. This repository is also used as a submodule in the fyp yolo

repository.

ROS Darknet/YOLO

Source: https://github.com/alaksana96/fyp yolo

The ROS wrapper for the Darknet neural network framework. This repository relies
on the Darknet CrowdHuman repository, and clones it as a submodule. When cloning
this repository, please remember to clone it recursively using the --recurse-submodules
flag

Yet Another CrowdHuman Tracker

Source: https://github.com/alaksana96/fyp yact
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Dependencies:

• https://github.com/CMU-Perceptual-Computing-Lab/openpose

• https://github.com/alaksana96/deep sort

YACHT depends on the OpenPose network and a modified DeepSORT implementa-
tion. Please refer to the OpenPose repository for installation instructions. Furthermore,
please clone the YACHT repository recursively using the --recurse-submodules flag.

A.1.2 Hololens

The following applications were developed using Unity for the Unity Engine running
on the Microsoft Hololens.

Unity Application

Source: https://github.com/alaksana96/fyp hololens unity

This application requires Unity 2018.1.6f1 and Visual Studio 2017 Community edition
to build and deploy to the Hololens.

A.2 Personal Robotics Lab Software

For the software developed by the Personal Robotics Lab, please email a member of the
lab for access to the repositories:

• https://github.com/ImperialCollegeLondon/arta

• https://github.com/ImperialCollegeLondon/prl localisation

• https://github.com/alaksana96/prl navigation

We have modified the prl navigation repository to work with our reactive control
system, please email contact us on GitHub for access to the repository.
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